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I. INTRODUCTION 

A. Preamble 

In- core neutron detectors provide sensor signals essential to the 

operation of a nuclear power station. These sensor signals consist of 

a mean value component (d-c level) and a superimposed randomly fluctuating 

component (noise signal). In monitoring reactor parameters such as 

power or neutron flux levels, utilities operating the nuclear units 

primarily use the sensor's mean value component, ignoring or even 

attempting to eliminate the fluctuating portion. The extraction of 

useful information from the fluctuating component of the sensor signal 

is not a new technique, but it has not been routinely applied to 

operating cormnercial power reactors. 

In a noise analysis system the randomly fluctuating signals under 

investigation are often transformed into power spectral density (PSD) 

estimates in the frequency domain using Fourier transform techniques. 

In-core vibrations u s ually occur at specific frequencies and are easily 

detected with a noise analysis surveillance system. 

Neutron noise analysi s surveillance systems have recently become 

of interest to the owners and operators of boiling water reactors 

(BWR's), specifically those incorporating bypass flow holes for cooling 

the in-core instrument tubes. The reason for this interest was prompted 

by the discovery of significant wear on the corners of some fuel as-

sembly channels adjacent to in-core neutron monitor and startup source 

locations. Out-of-reactor testing by the vendor showed wear to be 

caused by flow induced vibrations of the in-core instrument tubes 
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against the channel corners. Use of noise analysis equipment in the 

BWR's confirmed these postulated vibrations. Forced plant outages of 

five weeks or more were required in some instances for plant modifica-

tion designed to reduce the vibration amplitude. 

Thus the need has arisen for a system which will monitor the 

core of the reactor for vibrations or other anomalous behavior. An 

efficient method of in-core surveillance which requires a minimal 

amount of human interpretation and decision making is that of a neutron 

noise analysis-pattern recognition system. Pattern recognition re-

quires the use of a computer to determine the normality of a new 

"noise signature" or PSD data set based upon the previous operating 

history of the reactor. This history consists of data files with normal 

and abnormal (if present) noise signature sets of earlier PSD data. 

B. Statement of the Problem and Its Importance 

The source of data for this research project was the Duane Arnold 

Energy Center (DAEC) reactor which is operated by Iowa Electric 

Light and Power Company. The DAEC unit is a 550 Mw(e) boiling water 

reactor located near Palo, Iowa. 

The purpose of the study was to: 

(1) collect a library of noise signatures for the DAEC BWR, 

(2) develop and demonstrate an off-line system capable of detecting 

abnormal operating conditions, 

(3) examine the effects on PSD of changing reactor conditions such 

as power and coolant flow rate, and 
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(4) evaluate the effectiveness of blocking bypass flow holes to 

reduce in-core vibrations. 

In addition to safety related aspects of plant operation, economic 

considerations are perhaps the most important factor in determining 

the need for a surveillance system. If a system can provide warnings 

of an incipient component failure the utility may undertake repair of 

the component during a scheduled shutdown or limit the extent of re-

pairs that would be required under a forced shutdown situation . 

Forced shutdown costs for 100% emergency power replacement during 

peak demand periods average $400,000 per day. Even "planned" f orced 

outages (such as the bypass flow hole plugging shutdown) require the 

purchase of discounted (....., 35%) emergency power. Assumption of this 

di scount rate during a nonpeak demand period and a requirement for 

on ly 50% power still result in a cost of over $100,000 per day. 

Wit h downtime cost penalties of several hundred thousand dollars 

per day for replacement of electrical power, the incentive for employing 

surveillance systems (capable of reducing the number of forced outages 

or outage time) increases. Elimination of wasteful deratings based 

on inadequate information concerning component conditions is also 

possible in specific situations. 
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II. LITERATURE REVIEW 

Methods for the extraction of useful infonnation from noise signals 

in the time, amplitude, and frequency domains are adequately described 

in several current texts [l-3]. Useful descriptors in the time domain 

include RMS levels and auto- and cross-correlations. Probability density 

and distribution functions feature amplitude analysis. Frequency 

domain variables include auto- and cross-spectral densities and 

coherence. Frequency domain analysis currently has wider use and is 

more suitable for vibration surveillance. The fast Fourier trans-

form [4], a computational technique for conversion of data into the 

frequency domain, has become a necessary step in the analysis of 

reactor neutron noise. 

Surveillance of nuclear reactors using neutron noise analysis 

techniques has been used in the successful diagnosis of incipient 

component failure in control rod bearings at the HFIR [5], detection 

of core-barrel motion of the Palisades pressuri zed water reactor [6], 

and confirmation of in-core instrument tube vibration in a number of 

BWR/4's [7, 8). Identification of the sources of abnormal behavior 

is not illllilediately obvious. Thie [9] discusses the main signals of 

importance which can be identified. 

Thie [9] sunmarizes reactor monitoring instrumentation and the 

associated parameters which can be used to provide noise signals for a 

surveillance system. These include temperature sensors (thermocouples), 

vibration transducers (linear differential transformers, velocity 
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sensors, and acce l er ometers), acoustic monitors (acelerometers), 

s train gauges, and pressur e and flow sensors. 

Since neutron noise surveillance requires "normal " noise signatures 

for the determination of current abnorma lities, a trained noise analyst 

i s often required. Computer oriented pattern recognition applied t o 

noi se analysis measurements offer s the advantage of machine decision-

making and efficiency. Gonzalez et al. (10, 11 ] and Kryter e t al. ( 12] 

used the ISODATA algorithm [ 13] in their noise analys is-pattern 

recognition surveillance system for the HFIR t o show how noi se signatures 

changed with time. Piety and Robinson [14 l and Piety [15] demonstrated 

the use of an on-line reactor surveillance system , using an algorithm 

based on the multi-variate analysis of noise. 

In mo st nuclear power plants in-core neutron sensors now being 

utilized are adequate and capable of supplying the s ignals needed f or 

noise analysis systems . Process computers used for reactor operations 

may be suitable for use with a pattern recognition s ystem a lthough 

additional equipment such as FFT analyzers will be needed for a complete 

surveillance system. 
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III. THEORY 

A. Introduction to Reactor Malfunction Monitoring 

Mechanical and structural integrity of nuclear reactor components 

and systems are initially insured by the manufacturer's quality-

assurance programs. Once reactor operation has commenced, however, 

dynamic conditions may alter the mechanical and hydraulic integrity 

of various components making it difficult to continue assurance of 

these systems. 

Some of the potential mechanical/hydraulic malfunctions are 

given by Thie [9] to be: 

(1) fatigue or cracks in the metal of the vessel internal structure 

or piping, 

(2) bolts or other means of fastening which have come loose, 

(3) wearing away of metal, 

(4) control-rod-movement abnormalities, 

(5) flow blockage caused by accumulations, foreign materials in 

the system, or structure that has broken loose, 

(6) excessive vibrations, and 

(7) instabilities or other departures from normal cooling. 

With the high costs of reactor down-time, forced shutdowns due 

to unexpected complications comprised of any of the above seven condi-

tions must be minimized. Thus the need exists for reactor surveil-

lance systems capable of detecting abnormal operating conditions and 

providing operational quality assurance. 
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The traditional methods of monitoring reactor operation rely 

primarily upon mean value measurements, and the associated circuitry 

is often designed to smooth or remove any randomly fluctuating component 

(noise) superimposed upon this mean value component. The meanvalue 

measurements yield little if any information concerning dynamic 

changes taking place (such as low-amplitude in-core vibration). 

A specific group of BWR's, incorporating one - inch diameter bypass 

flow holes in the core support plate to allow a high velocity jet of 

coolant flow past in-core instrument tubes, have recently come under 

the scrutiny of the Nuclear Regulatory Commission. Early warning of 

vibrational problems were encountered during refueling of the Tokyo 

Electric Power Company's Fukushima 1 reactor when fuel assembly 

channels were found to exhibit severe corner wear adjacent to the in-

core neutron monitor and startup source locations . Other reactors 

designed by the same vendor and of the BWR/4 product line (which in-

corporated the bypass flow holes) were immediat e ly suspec ted of having 

similar in- core vibrational problems . The jet of coolant passing 

through the bypass flow holes caused cross-flow-induced vibrations of 

the in-core instrument tubes against the surrounding structure. Wear 

created by these vibrations was sufficient to change normal flow pat-

terns which would alter the performance of the reactor during the 

design base accident (DBA), i.e. the loss of coolant accident (LOCA), 

when removal of fission product decay heat is necessary. The use of 

noise analysis equipment by the reactor vendor corroborated the 

postulated vibrations in the other BWR/4's with bypass flow holes . 

Modification to significantly reduce the in-core vibrations of the 
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BWR/4' s was made by plugging all the bypass flow holes , however, 

this lead to derating of the nuclear units due to changes in the 

thennal hydraulic margins for th e DBA. 

In retrospect, if noise surveillance systems had been used during 

startup of the first BWR/4, design modifications could have been 

incorporated into later-built units eliminating the in-core high-

amplitude vibration problems. 

B. Neutron Noise Analysis in the Frequency Domain 

1. Review of neutron noise analysis principles 

Before proceeding further it will be necessary to briefly review 

the random process theory essential to the work performed in this 

project. One of the first s teps is the development of appropriate 

terminology to be employed in describing the characteristics of any 

given process . A convenient approach is to use descriptors, arranged 

in pairs, and to select one name from each pair to describe the process. 

Descriptor pairs appropriate to reactor noise analysis are: 

(1) continuous; rliscrete, 

(2) deterministic; nondeterministic, 

(3) s tationary; nonstationary, and 

(4) ergodic; nonergodic. 

A continuous random process is one in which the random variables 

can assume any value within a specified range of possible values. 

This range may be finite, infinite, or semi-infinite. This definition 
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implies that the probability density function is continuous and has 

no de lta functions in it. A discrete random process i s one in whi ch 

the r andom variable can assume only certain i so l a t ed values and no 

others. The probability density function f or a discrete r andom 

process will consequently consist of a series of delta functions. 

A proces s for which the future values of any sample function can 

be exactly predicted from past values is said t o be deterministic. 

A nondeterministic sample function is a random func ti on of time and 

its future values cannot be predicted from previous values. 

If all marginal and joint density functions of a process do not 

depend upon the choice of the time origin, the process is said t o be 

stationary . This implies that all mean values and moments are constants 

independent of the absolute value of time. The above requirements f or 

determining if a proces s is stationary are u s ually more stringent 

than necessary . A more relaxed requirement is that the mean va lue and 

autocorrelation function be independent of the time origin. Processes 

satisfying these c riteria are said to be stationary in the wide sense . 

It will further be assumed in this work that "stationary" will mean 

stationary in the wide sense. A process whose mean and autocorrelation 

function vary with different choices of time origin are nonstationary . 

Some stationary random proces ses possess the property that almost 

every member of the ensemble exhibits the same statistical behavior 

that the whole ensemble has . Ergodic processes are those which allow 

this determination of the statistical behavior by examination of only 

one sample function. The mean values and moments can be determined 



www.manaraa.com

10 

by time averages as well as by ensemble averages. Thus the nth moment 

for variable X is given by 

j{ O ~ 11' x0 (t)dt 

where x is the true function and p(x) is its probability density 
_b_ 

(3 .1) 

function. n If X , the nth moment of a sample, is to be a good estimate 

n of X , the two should be equal. Upon further examination the expected 
~ 

value of xn is 

T T 
.IL 

E[~ 1 = ~ ~ E[X
0

(t)]dt E[Xn] xn (t)dt J 

T 

~ 1 x" dt 1 [Xn t I~] T 

xn (3. 2) 

LL 
It is clear from Equation 3.2 that E[Xn] has the proper nth moment . 

Nonergodic processes are those who do not possess the property of 

Equation 3.1. 

Before applying the random process descriptors to neutron detector 

noise, it will first be necessary to examine the components of a 

neutron sensor signal output as shown in Figure 3.1. 

As previously stated, the output signal from a neutron detector 

consists of a randomly fluctuating component (noise) superimposed on 

a mean value or d-c level. Removal of the d-c component is necessary 

to examine only the noise (which has a mean value of zero). Figure 

3.2 shows an ensemble or collection of noise sample functions 
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RANDOMLY FLUCTUATING 
COMPONENT <NOISE) 

TIME 

~ 

MEAN-VALUE 
OR 

DC-LEVEL 

Figure 3 . 1. Components of a neutron sensor signal . 



www.manaraa.com

12 

• 
• x (t ) n • 

Figure 3 . 2. Ensemble of sample functions from a neutron sensor forming 
a random process. 
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s imilar to what might be obtained from a neutron sensor. Using the 

descriptors previously defined the process is: 

(1) continuous: it can assume any value within a s peci f ied 

range, 

(2) nondetenninistic: exact future values cannot be determined 

f r om random time functions, 

(3) s tationary : choice of time origin has no effect on the 

s tatistical propertie s , and 

(4) ergodic: Equations 3.1 and 3.2 are applicable . 

It is very important that the ensemble data be obtained over a 

period of time in which the reactor operating parameters, such as power 

or flow rate, are not changing. If changes do take place over the 

data measurement period, the ensemble will be comprised of nonstationary 

and consequently nonergodic data as shown for two sample functions in 

Figure 3.3 . Sample function x1 (t) might have been obtained at some 

initial power level P0 . An increase in power to P0 + oP results in 

two changes shown in Xn(t). First there is an increase in the d-c 

level to X + oX (where X has already been removed), and secondly there 

should be a change in the noise characteristics with power. 

Time domain descriptors of random data are not used in the data 

analysis of this research, but it is important to briefly review the 

autocorrelation function. The autocorrelation function of random 

data describes the general dependence of the data at a given time on 

the values at another time. One would expect random variables separated 

by ver y small ti ~e increments to be highly correlated and those widely 
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x 1 (t) 

• 
• 

x (t) 
n 

Figure 3.3. Effects of nons tationary data in the nth record due t o 
changing reactor operating conditions ('Power). 
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separated to be uncorrelated. If X(t) is a sample function from a 

random process , and the random variables are defined to be 

where T i s the time interval spacing (T t 2 - t 1), the autocorrelation 

function is defined by 

(3. 3) 

For stationary processes all ensemble averages are independent of 

the choice of the time axis, so the autocorrelation function may be 

written as 

or s imply 

R (t, t + ..-) x E[x(t)x(t + T)] 

R (T) = E[x(t)x(t + T) ] x (3 . 4) 

The analysis of noise data i s most conveniently done after it has 

been transformed into the frequency domain. The most natural representa-

tion of this sort is the Fourier transform which l eads t o the concept 

of spectral density . For a nonrandom time function, x(t), its Fourier 

transform i s given by 

fro -jwt 
X(w) = x(t)e dt 

-CX> 

or 
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CX) 

X(f) 1 -j2nft 
= 

00 

x(t)e dt (3. 5) 

where the units of w and f are radians per second and hertz, res pectively . 

If x(t) is a voltage then X(f) has the uni ts of volts per hertz and 

represents the relative magnitude and phase of steady state sinusoids 

that can be summed to produce the original x(t ) . The physical significance 

of the Fourier transform is that it gives an indication of how the 

energy of x(t) is distributed with respec t to frequency . 

The two -sided power spectral density, S (w) i s given by x 

S (w) = lim x T~ 

E [ IX (w) 12] 
2T (3 . 6) 

If x(t) is a voltage, then S (w) has the uni t s of volts 2/hertz , and x 

it s integral leads to the mean-square value 

2 
= ~n r S (w) dw (3 . 7 ) x x 

-<X> 

In the application to reactor noise analysis only positive frequency 

components of power spectral dens ity exist, and a one-sided PSD i s 

utilized . Thi s one-sided spectral density, G (f) is related to x 

S (w) by x 

G (f) = 2S (w) = 2S (2nf) x x x 

and Equation 3.7 becomes 

G (f ) df x 

(3 . 8) 

(3. 9) 
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Another useful relationship known as the Wiener-Khinchine relation 

states that the power spectral density of a stationary random process 

is just the Fourier transform of the autocorrelation function; that 

is, 

( ) -j 2rrhd R T e T x (3. 10) 

Direct calculation of the power spectral density estimate, ex(f), 

is performed through the use of digital computers and the fast Fourier 

transform using the equation 

8 <t) x 
2h l x<f) l 2 
N 

(3 .11) 

where N is the number of data points used, h is the spacing between 

successive sampled points (1.0/fs), and X(f) is the Fourier transform 

consisting of real and imaginary parts . 

2. At-power reactor noise 

The power spectral density obtained from an at - power nuclear 

reactor is very much different from the classical zero-power reactor 

PSD. The neutron signal PSD obtained using an ionization chamber in 

a reactor operating at power is given by [16] 

PSD(w) 

(3 .12) 
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where the first term represents white noise from the detection process, 

the second term represents neutron power spectral density due to internal 

or noise equivalent source (17), and the last term is the neutron noise 

caused by external reactivity driving forces (perturbations) such as 

in-core component vibrations. w is the detector efficiency, q is n 
2 the mean charge transferred per neutron absorbed in the detector, q 

is the mean square value of q, F is the fission rate or power level, 
\1(\1 - 1) Dis the Diven factor ( _ 2 ), H0 (w) is the at-power reactor 

\) 

transfer function, and 1Pdr(w)l2 stands for the power spectrum of 

all normal and abnormal (anomalous) reactivity driving forces, that 

is, 

The first two terms of Equation 3.12, being proportional to the 

power level (fission rate), become insignificant in a reactor operating 

at even a few megawatts (provided 1Pdr12 is not equal to zero). The 

PSD is now approximately equal to the third term, the noise due to 

external reactivity fluctuations, which is proportional to the power 

squared. Equation 3.12 may now be rewritten as 

(3 .13) 

The average ion chamber current Ide is given by 

so Equation 3.13 becomes 
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PSD(w) 

It should be noted that Ide is proportional to the neutron flux, s o 

the PSD is proportional to the flux squared . Denoting the flux as 

¢ the previous equation can be written 

(3 .14) 

For experimental work at DAEC, in-core fission chambers were 

utilized for neutron detection, and the voltage output was analyzed. 

Since the voltage output of a fission chamber is proportional to 

neutron flux, Equation 3 . 14 can be modified for use with the 

equipment used at DAEC; that is 

(3. 15) 

where vfc represents a fission chamber mean voltage. 

Normalization of all noise signatures is necessary to permit 

comparison of frequency spectra from various power levels and for noise 

magnitude as well as shape differences. This normalization corrects 

both the detector sensitivity and neutron density at the detector loca-

tion. 2 Equation 3.15 shows that vfc may be used as the normalization 

factor when the PSD's are divided by it. It should be noted that the 

units of the normalized PSD's are hertz-1 , and it is IPdr(w)I , the 

external reactivi ty driving perturbations, that is being examined. 

Since IH0 (w) l 2 is essentially a smooth function over the range 

in which flow-induced component vibrations take place, the shape of 

the normalized noise signature is that of 1Pdr(w)l 2 . The effect of 
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the !110 (oJ) !2 term is to amplify !Pdr(w)j 2 , so it is easily observed 

during the normal operation of the reactor. Detection of abnormal 

conditions requires that the power spectrum of the anomalous reactivity 

be at least of the same order as the power spectrum of the normal 

driving reactivities at the frequencies being sampled. 

Neutron noise in BWR's is believed to be separable into global 

and local components [18]. Fry [8] states that the global noise due 

to core reactivity changes dominates in the frequency range from 0.0 

to approximately 2 .0 hertz, whereas the local noise is caused by voids, 

vibrations, and other perturbing conditions in the vicinity of the 

detector and is significant from approximately 1.0 to 10.0 hertz. 

Since the globa l noise is much lower in amplitude above 1.0 hertz, mechanical 

vibrations greater than l.Ohertz should be detectable. If a loca l noise 

component i s present, it wil 1 appear as an additional term in Equation 3. 12. 

C. Pattern Recognition Techniques 

1. Introduction 

Determination of anomalous reactor behavior, such as in- core 

component vibration, through the use of neutron noise analysis re-

quires standards (baseline data) of normal reactor behavior for comparison. 

Since the noise signatures vary with fuel burnup and operating condi -

tions it is necessary to keep and maintain an operating history or 

library of PSD data. In addi tion to the normal records, abnormal 

data should also be kept for reference as a standard of abnormality. 

Thus a library of noise signatures define normal reac t or operation and 
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provide a standard for the identification and source of degree of 

difficulty should any abnormalities be detected. 

The collection and analysis of large groups of PSD data require 

the use of a trained noise analyst for determination of abnormal reactor 

behavior. Computer-based pattern recognition offers the advantage of 

being able to perform the analyst's tasks in less time, at a relatively 

low price, and yet with a sufficiently high reliability for the detection 

of abnormal reactor operation. 

2. Terminology 

A pattern is a mathematical representation of a physical quantity 

and can be considered as a column vector in n-dimensional Euclidean 

s pace. A noise signature may be represented as an n-dimension pattern 

vector such that 

(3. 16) 

where the "T" indicates transposition. In the above equation PSD(f1) 

represents the power spectral density at frequency f 1 • 

Pattern recognition theory is simply that body of knowledge which 

pertains to the design of pattern recognition sys tems . The recogni-

tion process is one of assigning given patterns to one of several pre-

defined groups or categories based on pattern similarities. When 

using noise signature patterns from nuclear reactors one may be concerned 

wi th classification into either normal or abnormal categories. The 

normal category contains several classes corresponding to different 

reactor operating conditions. When examining patterns which have been 



www.manaraa.com

22 

categorized as being abnormal, the degree of abnormality is important 

in determination of how close a component i s to failure. 

Two basic approaches exist which may be followed during the 

development of a pattern recognition system. The supervi sed approach 

consists of gathering representatives of each normal class and using 

these patterns to adaptively train the system t o recognize and classify 

the sample sets. This approach requires supervision by indicating to 

the system the class of each sample during the training process. 

The unsupervised approach utilizes techniques which accomplish 

learning without prior knowledge of the characteristics and classes 

present in the data sets. Thus categorization and classification of 

large groups of data cont aining unknown characteristics is pos sible. 

Since no extensive libraries of noise signature patterns exist for any 

commercial operating nuclear reactor, this approach offers the greatest 

potential for the development of a noise analysis-pattern recognition 

surveillance sys tem. Another feature of this technique is that it 

requires a minimal amount of human intervention for its operation. 

The basis for classification of patterns in this research is a 

univariate, hyperspace Euclidean distance . For an n-dimensional pat-

tern, the distance between it and any cluster center (or the "mean 

vector" of a pattern class) is given by 

- { ~ 2}1/2 D .. - ~ [PSD. (fk) - Z. (fk)] 
1] k=l 1 J 

(3 .17) 

where i represents the ith pattern, j represents the jth cluster center, 

fk is the kth dimensional frequency, and Zj is the jth cluster center 

vector. A pattern is assigned to a cluster center (pattern class) 
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j = m when its hyperspace distance i s less than any other dis tance; 

that is, 

D. < D .. for all j i m im iJ 

3. The pattern recognition algorithm 

The algorithm used for the pattern recognition portion of the off-

line reactor surveillance system is based on the ISODATA (Iterative 

Self Qrganizing Qata ~alysis Jechnique ~' the A being added to make 

the word pronouncable) algorithm [13] developed at the Stanford Re-

search Institute. Many of the steps in the algorithm resulted from 

experience gained through experimentation. Since patterns of higher 

dimensionality are needed in the analysis of reactor noise (more than 

intended in the original algorithm), modifications of ISODATA were 

required . A listing and brief explanation of the modified algorithm 

(MISODATA) used in the pattern recognition system is presented in Ap-

pendix A. 

Further discussion of the algorithm and its use are i ncluded in 

the experimental work . 
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IV. EXPERIMENTAL WORK 

A. Data Analysis Procedures 

1. Data acquisition 

The neutron noise signals monitored at DAEC were obtained from 

fission chambers located at various radial and axial positions in the 

core of the reactor. The signals were obtained from the Local Power 

Range Monitor (LPRM) circuitry associated with each detector. These 

are 20 vertical strings of fission chambers (or instrument tubes), 

each containing four fixed position detectors and one traversing in-

core probe (TIP), dispersed at regular intervals in the core. The 

four fixed position detectors labeled A, B, C, and D in each string 

are located at 18, 54, 90, and 126 in . from the bottom of the core, 

respectively. A cross sectional view of the LPRM in-core assembly 

showing its location in the coolant channel is shown in Figure 4 .1. 

It should be noted that it was these instrument tubes containing the 

LPRM fission chambers that were severely vibrating against the sur-

rounding structure prior to bypass flow hole plugging. 

Initial selection of the LPRM strings to be monitored in this 

study was based on the following criteria: 

(1) the 16-09 LPRM exhibited a large amount of noise (in tests 

by the reactor vendor) due to vibration of the instrument tube in the 

coolant channel prior to the bypass hole plugging (June-July 1975 ) , 

(2) the 40-17 LPRM string was quiet and exhibited a very small 

amount of the (1) above problems, and 



www.manaraa.com

ANOO( 
FISSILE LAYER 

Figure 4.1 . LPRM in-core ins trument tube cross section . 

O S~ 

FUEL ROD 

0 316 
N 
\JI 



www.manaraa.com

26 

(3) the 24-25 LPRM string was located near the center of the 

core where the radial neutron flux has the highest value. 

Figure 4 . 2 shows the layout of the DAEC reactor core and the loca-

tions of the LPRM strings monitored in this research. Due to time 

factors involved in data analysis and processing only the most interesting 

LPRM's, the 16-09 string, will be examined in this research project. 

Prior to plugging, the number of bypass flow holes located in 

the core support plate near each LPRM string varied depending upon 

the location in the core. There were five LPRM's with no bypass flow 

holes, three with one hole, two with three holes, and ten with four 

holes. The 16-09 LPRM string contained three bypass flow holes while 

the 24-25 string had four, and the 40-17 string had none. Peripheral 

locations required fewer flow holes for cooling, since the heat flux 

is lower in these regions; central locations required the largest 

number, since more heat removal was needed. 

The acquisition of analog data at DAEC is best described by referral 

to Figure 4.3, which shows the flow process for obtaining the data 

from one LPRM string. The first step is the removal of each detector 

signal's mean value component which is necessary to prevent overloading 

at the input of the FM tape recorder . Next the noise signals are 

amplified through a gain of eight and . are routed to the inputs of the 

Precision Instrument Company Model PI-6200 four channel FM tape recorder. 

The adjustable second order filter in the tape recorder, serving to 

suppress the higher frequency components (anti-aliasing filtering) 

not of interest in the analysis, requires a cutoff frequency setting 

of 1000 hertz during recording at a tape speed of 3-3/4 ips. The 
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results of these efforts is an analog tape containing the zero mean 

neutron noise signals. 

2 . Analog to digital processing 

Since the noise signals r ecorded on the FM tape recorder are in 

analog form, conversion t o digital format is necessary before computer 

processing. To analyze the noise signals in this study, the analysis 

system shown in Figure 4.4 was developed for digital computation . 

An analog to digital conver sion (ADC) unit, Geoscience Nuclear Company 

Model 8050, designed for multipurpose applications, was utilized for 

digitization of noise signals. Input to the unit requires a voltage 

signal that varies between 0 and 8 volts . Thus an offset potential of 

4 volts (with a gain of 1.00) is mandatory for a zero mean noise signal 

input. The 4 channel noise signal conditioner used in the data ac-

quisition is adequate for this purpose . In addition to the offset 

circuit a coincidence input which generates the sampling frequency is 

necessary for the ADC . A tail pulse generator, BNC model BH-1, was 

used for this purpose. 

Selection of a sampling frequency, f , requires that it be at 
s 

least twice the Nyquist frequency, fN, of the input noise signals. The cutoff 

frequency, f , should be chosen less than the Nyquist frequency and is used to c 

avoid aliasing errors during analog t o digital conversion. An optimal value 

of 2.5 fc' determined by Lu [19) was used for the sampling frequency. 

Choice of the cutoff frequency, fc, was chosen as 100.0 hertz 

early in the analysis when only the recorder filter was available 

and uncertainty of the frequency range to be monitored existed . 
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Continued work showed that the actual frequency range for BWR component 

vibration is approximately 1.0 to 10.0 hertz. 

After digitization of the noise signals by the ADC, the data were 

stored in a digital processor (Geoscience Nuclear Company Model 7000). 

A two-parameter input and display unit (Geoscience Nuclear Company Model 

4000) was used to check the digitized data before and/or after re-

cording. 

A magnetic tape controller (Geoscience Nuclear Company Model 5030) 

and a seven-track digital tape recorder (Peripheral Equipment Corporation, 

PEC, Model 6860- 75) were used to record the digital processor data on 

half-inch magnetic tape. 

The digitized data on the tape were then supplied to the computer 

program PSDS for evaluation of power spectral densities. 

3 . The computer program PSDS 

The computer program PSDS, written in PL/l language, was used to 

calculate the power spectral density functions . Development of the 

program resulted from a modification of approximately 60 percent of an 

earlier computer program written by Lu [19). The program requires 

digital input from magnetic tape and utilizes the library subroutine 

FFT (fas t Fourier transform) which is in the IBM PL/l SSP. 

The flow diagram of PSDS is shown in Figure 4.5. The first step 

in the program is to read the number of noise signal groups (ensembles) 

to be processed and their processing parameters. The PSD sum vector, 

used in the ensemble averaging procedure, is set to zero. 
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Figure 4 . 5. Flow diagram of PSDS. 



www.manaraa.com

Figure 4.5 . Continued. 

33 

ADD RAW 
PSD ' S TO 
PSD SUM 

CALCUIATE 
ENSEMBLE 
AVERAGED 

PSD ' S 

PRINT 
ENSEMBLE 
AVERAGED 

PSD' S 

NO 

STOP 

YES 

YES 



www.manaraa.com

34 

Once a sample function consisting of 4096 sampled points has been 

read off of the digital tape, removal of the d-c offset component (intro-

duced during digitization) is performed. Application of a window 

function to the original random time series at each end is required 

to reduce side lobe leakage in the FFT. The cosine taper, one of 

several window functions available, was chosen for use in PSDS because 

of minimal leakage. 

After application of the fast Fourier transform the raw PSD's for 

each frequency, f., are calculated, using the relation [20] 
1 

PSD(fi) = /·
0 

N . [Re[F(fi)J
2 + Im[F(fi)J

2
J • o.!1s 

s 
(4. 1) 

where f is the sampling frequency (hertz), N represents the number of s 
digitized points per sample function (4096), Re[F(f.)] is the real part 

1 

of the Fourier transform, Im[F(f.)] is the imaginary part of the 
1 

Fourier transform, and 0.875 is a normalizing factor used when a 

cosine taper has been applied to the data . 

The standard error e, after calculation of the raw PSD, is given 

by [ l] 

e = l/(B · T ) 1/ 2 
e r (4.2) 

where B is the bandwidth of the estimate and T is the finite time e r 

interval of the sample function data record. For the fast Fourier 

transform, B is equal to l/T so Equation 4.2 becomes e r 

e = l/(Tl X T ) 112 = 1.00 
r r 
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yielding a s tandard error of 100% which is unacceptab le for practical 

applications . Two averaging techniques ar e availab l e f or r educi ng 

the standard error . These are ensemble averaging and frequency 

smoothing. Application of both of these methods results in a s tandard 

err or given by [l] 

e = l/(LQ)l/2 (4.3) 

where L represents the number of points frequency smoothed, and Q 

represents the number of samp le f unctions ensemble ave raged . Only 

ensemble ave r aging was utilized in PSDS , since different values of 

L may be used outside the PSDS routine without pe rmanently altering 

(into unusable form) the PSD vectors. 

Fo llowing the completion of ensemble averaging the result s are 

printed and punched (option) out . 

The program continues t o process al l the remaining ensembles 

requested i n the above order and terminates upon complet i on . A 

complete li sting of the PSDS program with control card and data input 

requirements i s found in Appendix B. 

4 . The noise analysis - pattern recognition interface 

After processing neutron noise ens embles with the computer 

program PSDS, several intermediate steps are required to put the 

data into a form suitable for use in pattern recognition analysis. 

Computer space and time al l ocations limit the number of PSD 

values which may be used in a vector to approximately 50 . The number 

of data points available from PSDS in the frequency r ange of interest 
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was 152, thus exceeding the desirable limit. The preferable method of 

data reduction is through the use of frequency smoothing techniques 

which a lso decrease the standard error . Averaging of four points 

was utilized in this analysis which served to decrease the number of 

PSD values t o 38 and also to reduce the standard error by 50%. 

Normalization of the PSD's was also done in this intermediate step 

to remove the reactor power as a variable. Referral to Equation 3 .14 

shows this to be done by dividing the PSD's by the flux level squared. 

The values of the relative f lux (0.0 to 1.00) for each detector were 

provided in the "Pl" process computer output available at DA.EC. 

Plots of the noise signatures for each detector were made at this 

time to allow visual comparison and to provide a crude validity check 

of the pattern recognition system results obtained later. 

5. Pattern recognition processing 

The pattern recognition system essentially consists of a main 

program, the MISODATA subroutine, and two other subroutines . A listing 

of the complete computer code and its input data formats are found in 

Appendix C. A maximum of 25 patterns, each with dimensionality of 38 

or less, can be analyzed in one computer run. 

The MISODATA a l gori thm lis t ed in Appendix A is used in subroutine 

ISODAT and comprises most of the pattern recognition code . Subroutine 

ZIP, used to find cluster center-sample pattern distances, is actually 

part of the MISODATA algorithm, but is used externally (of ISODAT), 

since it is required in more than one step of the algorithm. 
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When successive iterations of the program yield unchanging results, 

specifically the cluster centers and their respective subsets, the 

program has calculated the "equilibrium values ." The intermediate 

results are printed out by the program and det ermination of this 

equilibrium is easy to check. If the results are still changing a t the 

end of execution (which is determined by the number of iterations 

requested) and an option in the main program has been used for 

punching card output of the final cluster centers, these cards may 

be substituted fo r the old cluster centers allowing continued execu-

tion of the program. For example, if the program needed eleven iterations 

for equilibrium, and eight had been used, running the program with the 

punched output would require only three more iterations, as opposed 

to s t arting all over again. 

Input t o the program is brief requiring only the following essential 

information: 

(1) the number of sample patterns to be processed, 

(2) the dimensionality of the sample patterns, 

(3) the punching option , 

(4) an option allowing data correspondi ng t o specific frequencies 

to be found and norma lized, 

(5) the sample pattern vectors, 

(6) the assumed number of c luster centers and their associated 

vectors, and 

(7) the MISODATA parameters K(KLUSD) , eN (THETAN), es (THETAS), 

ec(TIIBTAC) , L(LCIMAX), and I(ITRNS) . 
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This type of a l gorithm offers the advant age tha t it can be used 

for both unsupervi sed and supervised pattern r ecognition. The use of 

ei ther can be accomplished by tuning the input parameters and s e lecting 

s pecific pattern vector input. 

After the initial effort of acquiring a noise signature pattern 

librar y (of dimensionality 38) , the unsupervised technique was used to 

c r eat e cluster cent er groupings using a standard error cri t erion of 

l.5 s , where e was calculated from Equation 4.3 . This value of l . 5e 

was chosen t o a llow for pattern differences and standard err ors of the 

pattern data. The easiest method t o group the data is to s pecify each 

pattern a s a cluster center and to adj us t the lumping parameter, 

e (THETAC) , so that simila r patterns are merged. The use of the Euclidean c 

dis t ance as the criterion for lumping may result in unacceptable 

standard errors (those greater than l . 5e) even though the data ap-

parently fits . Figure 4 . 6 shows the undesirable results ob t ained when 

using only Euclidean distance as the criterion f or pattern assignment 

to cluster subsets . Lumping s ample patterns such as # 1 and #2 in 

Figure 4 . 6 always results in a large average standard error and wil l 

have s t andard error components which exceed 100%. A proper assignment 

is shown in Figure 4 . 7, in contrast to the previous example. 

Although not visually obvious, occurrences of clu stering similar 

to Fi gur e 4 . 6 are detectable upon examination of the associated average 

standard error and the standard error vector. The application of 

s upervised pattern recognition techniques by analyzing dat a for only 

one cluster subset at a time eliminates the small distance-large 
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s tandard error problem by allowing elimination of s ubset members whi ch 

create the l arge standard errors. 

'Ibe final r esults obt ained from the pattern r ecognition process 

li s t the f ollowing items of interest: 

(1) each c luster center derived from it s subset, 

(2) the cluster ' s subset members, 

(3 ) the c luster subset to which each sample pattern is assigned, 

(4) the average s tandard error and standard error vector, and 

(5) the cluster center-cluster center distances. 

'Ibe fifth item serves to indicate the degree of similarity 

between cluster subse t s, but it is not necessarily a good measure 

of data similarity when sample patterns resembling those in Figure 4 . 6 

are analyzed. 

B. Analysis Results 

1. Noise analysis results 

Dates of data recording at DAEC, power l evels, and coolant flow 

r a t es are listed in Table 4 .1. 'Ibe power l evel shown is the gro ss 

therma l value, which for 100% power is 1593 Mw(th) . Axial and radial 

neutron flux profiles are manipulated by control-rod positioning, so 

the l ocal power leve ls a t various detector locations are not directly 

related to the gross thennal power. Table 4.2 summarize s the relative 

local f lux or power values (which vary between 0 .0 and 1. 0) for the 16-09 

LPRM's A, B, C, and D. 
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Table 4 . 1 . Dates of data recording and reactor operating conditions 

Sample Gross thermal Coolant f low 
Date number power level (%) rate (%) 

5-28-75 a 1 49. 28 33 . 49 

6-5 - 75 a 2 89.53 90 . 27 

8-29- 75 3 64.41 53 . 92 

10-7-75 4 81.04 82.12 

10-28- 75 5 81.54 89 . 57 

11- 11-75 6 68.30 70 . 67 

12-3 -75 7 82.17 93.49 

12-17 - 75 8 76.59 85 . 59 

1-14-76 9 85 .44 99.96 

1-28-76 10 85 . 62 98.61 

2- 11- 76 11 81.54 100.29 

5-11-76 b 12 61 .46 61 . 84 

a Before bypass flow hole plugging. 

bNew core loading. 

Due to the extens ive number of noise signatures processed, only 

the file for the 16-09C LPRM is included in its entirety. This 16-09C 

"library" consi sting of "normalized" PSD versus f requency i s found in 

Appendix D. Cr iteria for the selection of t he C detector included: 

(1) it indicated that small amplitude vibrations were still oc-

curring after bypass flow hole plugging, 
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Table 4 . 2 . Relative flux levels for the 16-09 LPRM detectors 

Date ¢A ¢B ¢c ¢n 

5 -28-75 a 0.42 0.47 0.32 0.18 

6-5-75 a 0.46 o. 79 0.68 0.41 

8-29-75 0.60 0.51 0.42 0 . 27 

10-7-75 0.89 0.60 a.so 0 . 28 

10-28-75 0.80 0.61 0.51 0.29 

11-11-75 0.64 0.50 0.46 0.33 

12-3-75 0 . 75 0.60 0.54 0 .35 

12-17-75 0.66 0.54 0.49 0.34 

1-14-76 0.74 0.58 0.56 0.36 

1-28- 76 o. 71 0.61 0.53 0.34 

2-11-76 0 . 61 0.58 0.52 0.35 

5-11-76 b 0.41 0.49 0.40 0.29 

a Before bypass flow hole plugging. 

bNew core loading. 

(2) the detector was near the axial center of the fuel region 

where two-phase flow occurs, and 

(3) results obtained can be visually examined to determine the 

same distinct pattern classes as calculated in the pattern recognition 

portion of the system. 

It is appropriate to begin the discussion of the noise analysis 

results with the data obtained prior to bypass flow hole plugging. 
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The May 28, 1975 data were obtained from "unusual" reactor operating 

conditions, that is, the power and flow rate levels were extremely low 

and are rarely, if ever, encountered during normal operation. Nuclear 

Regulatory Conunission deratings based on inadequate information of 

vibration levels were the reason for the low power operation of the 

reactor. One would expect a noise signature obtained under these 

conditions to be very different from normal operation, which was indeed 

the case. 

Of all the data obtained, the June 5, 1975 measurements, taken 

during a brief testing period at normal operating conditions were the 

most interesting. Shown in Figures 4.8, 4.9, 4.10, and 4.11 are plots 

of the noise signatures for the 16-09A, B, C, and D detectors. Data 

obtained by the react or vendor at DAEC and other BWR/4's indicated that 

there were two distinct in-core vibrations occurring (prior to bypass 

flow hole plugging). Flow-induced vibrations of the in-core LPRM 

instrument tubes occurred at approximately 2.0 Hz; fuel assembly vibra-

tions induced by instrument tubes impacting against the channel boxes 

were detectable at approximately 4.0 Hz, although smaller components 

extended up to 6.0. Table 4.3 compares the values of the two major 

frequencies of component vibration for the computer program PSDS (four 

points frequency smoothed) and reactor vendor PSD-frequency measure-

ments (conducted June 3 through June 5, 1975). Only vendor PSD measure-

ments made during reactor operating conditions similar to those of 

this project's June 5, 1975 signal-measurement period are included 

in Table 4 . 3. One can see that the component vibration frequencies 

measured in this project agree very well with those measured by the 



www.manaraa.com

0 
(/') 
lL 

., 
I 
0 -x 

' 0 -x 

44 

RECC06-0S-1SJ 16-09R 
.SZPOWER 90.3Zfl~W 

FREQUENCY CHZJ 

Figure 4 . 8 . Noise signature for t he 16-09A LPRM (June 5, 1975) . 
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Figure 4.9. Noise signature for the 16-09B LPRM (June 5, 1975). 
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Figure 4 . 10 . Noise signature for the 16-09C LPRM (June 5 , 1975) . 
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Figure 4 . 11. Noise signature for the 16- 090 LPRM (June 5, 1975). 
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Table 4.3 . Comparison of vibrational frequencies measured in the project to t hose measur ed by 
the reactor vendor prior to bypass flow hole plugging 

Coolant Standard Frequency Vibrational freguencies ~Hz2 
Measurement Power flow rate error, resolution LPRM LPRM LPRM LPRM 

date (%) (%) € (Hz) 16- 09A 16-09B 16-09C 16-090 

6-3-75 (vendor) 87 90 0 .183 a b 2 . 0 1. 8 b 

4.3 4 .2 

6-3-75 (vendor) 90 90 0 .189 a 2.0 b b b 

4.1 

6-5-75 (PSDSc) 90 90 0 .177 0 . 24 2.0 1. 7 1. 7 2 . 0 
4.2, 6 . 0 4 .2 4.0 4 . 0 

a b ~ 

6-5-75 (vendor ) 90 90 0.189 - 2 . 2 1. 8 1. 8 co 

4.2 4 . 0 4 .2 

a Information not available. 
b Data measurements taken were not available for examination. 
c Four points frequency smoothed. 
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vendor. The frequency resolution of the vendor was unavailable, but 

the 0.244 Hz resolution of this analys is can account for any dif-

ferences. Mathis et al. [21] obtained results very similar to those 

in Table 4.3 in noise measurements of other BWR/4's. 

One of the interesting t rends to note from Figures 4 . 8 through 4.11 

is that the LPRM instrument tube vibrati on at~ 2 .0 Hz decreases with 

upward vertical detector position while channel box assembly vibration 

increases and changes frequency. Mott e t al. [22] concluded that an 

increase in the magnitude of the instrument tube vibration mode does 

not indicate impacting . When impacting does occur the channel box 

containing the fuel assemblies vibrates, and this motion is similar to 

a cantilevered beam attached at the lower core with the largest amplitude 

in the upper region of the core . Thus when impacting does occur one 

might expect a decrease in the 2 . 0 Hz vibrational component . 

Another observable trend (comnon to all BWR's), found from comparison 

of a ll four detectors in an LPRM string, is that the slope of the PSD 

curve flattens or becomes less negative as upward vertical detector 

position increases. This effect is due to the increase of local noise 

from steam-bubble formation, i.e . increasing void fraction [9]. This 

phenomenon is even more apparent when the PSD ' s are plotted over the 

frequency range from 0 . 1 t o 100.0 Hz . 

From Figur es D. l and D. 2 it is apparent that the inst rument tube 

vibration level is highly dependent upon the coolant flow rate. As 

the flow rate is decreased the level of vibration also decreases. 

Results obtained by the r eactor vendor were in agreement with this . 
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Ackermann et al. [7] reported similar conclusions from noise measurements 

taken at other BWR/4's. 

Referral to Appendix D and in particular to PSD curves obtained 

after bypass flow hole plugging indicates a trend of decreasing nega-

tive slope (flattening) as the coolant flow rate decreases. This 

shift from low-to-high frequency noise is probably a function of the 

steam void content which affects the neutron moderating process. 

The phenomenon of global noise being dominant in the frequency 

range from approximately 0.0 to 2.0 Hz [8] was observable to some extent 

(even though cross -power spectral density measurements were not made). 

A sharp change in slope of most Appendix D curves at approximately 1.5 Hz 

seem to indicate separable global and local noise components . As an 

example, observations made from overlaying the June 5, 1975 curves shCM 

an almost exact shape up to 1.25 Hz, i.e. a large coherence value 

characteristic of global noise. 

Examination of the PSD versus frequency curves presented in 

Appendix D indicates that the bypass flow hole plugging was successful 

in removing the high amplitude component vibrations, but that some 

low amplitude vibrations still occur . The December 3 , 1975 data, 

Figure D.7, represent the highest level vibrations measured (after 

hole plugging) in this project, however, this level of vibration amplitude 

is almost insignificant compared to vibrations prior to plugging. 

2. Pattern recognition results and interpretation 

The results of the pattern recognition study for each of the 16-09 

LPRM detectors are summarized in Tables 4.4, 4.5, 4.6, and 4.7 . 
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Table 4.4. Sununary of pattern recognition results for the 16-09A 
LPRM 

Cluster Number of Sample Flow Flow Average 
subset subset pattern rate rate standard 
number member s numbers Date (%) range (%) error 

1 1 la 5-28-75 33.49 33.49 0.0000 

2 1 2a 6-5-75 90.27 90.27 0.0000 

3 1 12b 5-11-76 61.84 61.84 0.0000 

4 2 3 8- 29-75 53.92 53.92-70.67 0.2056 
6 11-11-75 70.67 

5 5 4 10-7-75 82.12 82 .12-99.96 0.2337 
7 12-3-75 93.49 
8 12-17-75 85.59 
9 1-14-76 99.96 

10 1-28-76 98.61 

6 1 5 10-28-75 89.57 89.57 0.0000 

7 1 11 2-11-76 100. 29 100.29 0.0000 

a Before bypass flow hole plugging. 

bNew core loading. 

Included in each table are the cluster s ubset numbers, the number of 

members in each subset, relevant information about each member, the 

coolant flow rate range, and the average standard error. The final 

criterion for pattern classification was based on an average standard 

error, es, of 1.5• (0.2652). Cluster subsets having average standard 

errors less than this value were considered t o be correctly classified. 

Examination of all four tables shows each of the first two 

cluster subsets to contain only one member. As previously stat ed 

the May 28, 1975 reactor operating conditions were atypical due to 
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Table 4.5. Summary of pattern recognition results for the 16-09B 
LPRM 

Cluster Number of Sample Flow Flow Average 
subset subset pattern rate rate standard 
number members numbers Date (%) range (%) error 

1 1 la 5-28- 75 33.49 33.49 0.0000 

2 1 2a 6-5-75 90.27 90.27 0.0000 

3 2 3 8-29-7 5 53 .92 53.92-61.84 0.1755 
12b 5-11-76 61.64 

4 7 4 10-7-75 82.12 70.67-100.29 0.2639 
6 11-11-75 70.67 
7 12-3-75 93.49 
8 12-17-75 85.59 
9 1-14-76 99.96 

10 1-28-76 98.61 
11 2-11-76 100.29 

a Before bypas s flow hole plugging. 

bNew core loading. 

the low power (and flow rate) deratings. Consequently one would expect 

sample patterns from this date t o be classified into single-member 

subsets. The second single-member subsets contained the June 5, 1976 

sample patterns which were characterized by the high amplitude instrument 

tube and channel box vibrations. After hole plugging no sample pat-

terns resembled the June 5, 1975 data due to removal of the high 

amplitude vibrations. Exclusion of the first two abnormal samples 

leaves ten sample patterns remaining to be classified (nine for the 

16-09B LPRM). 

Results for the 16-09B detector, shown in Table 4.5, identify one 

of the mos t important trends observable in the sample patterns . One 
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Table 4 . 6. Summary of pattern recognition results for the 16-09C 
LPRM 

Cluster Number of Sample Flow Flow Average 
subset subset pattern rate rate standard 
number members numbers Date (%) range (%) error 

1 1 la 5-28-75 33.49 33.49 0 . 0000 

2 1 2a 6- 5-75 90.27 90 . 27 0.0000 

3 2 3 8- 29-75 53.92 53.92 -61.84 0.1533 
12b 5- 11-76 61 . 84 

4 3 4 10-7-75 82.12 70.67 - 89.57 0.2134 
5 10- 28-75 89.57 
6 11 - 11-75 70.67 

5 5 7 12 -3-75 91.49 85 . 59-100 . 29 0.2354 
8 12-17-75 85 . 59 
9 1- 14-76 99.96 

10 1- 28-76 98.61 
11 2-11-76 100.29 

a Before bypass flow hole plugging . 
b New core loading . 

can see that the data contained in the normal cluster subsets #3 and 

#4 group according to the flow rate range . Vi s ual verification of 

the classification results is possible upon examina t ion (overlaying) 

of the Appendix D curves. Th is v isual comparison reveals that t he 

PSD values decrease and the slope of t he curve becomes less negative 

with decreasing flow rate. Examination of the cluster center PSD 

components (from the pattern recognition program output) yield results 

consistent with those ob t ained from visual comparison. Similar flow 

rate range clustering for the 16 - 09A, C, and D detectors were obtained 

when the average standard error classification criteria of 2£ was 
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Table 4.7 . Summary of pattern recognition results for the 16-09D 
LPRM 

Clust er Number of Sample Flow Flow Average 
subset subse t pattern rate rate standard 
number members numbers Date (%) range (%) e rror 

1 1 la 5-28-75 33.49 33.49 0.0000 

2 1 2a 6-5-75 90.27 90.27 0.0000 

3 2 3 8-29-75 53 . 92 53 .92-61.84 0.1368 
12b 5-11-76 61.84 

4 4 4 10-7-75 82 . 12 82 . 12-99 . 96 0.2355 
7 12-3-75 93.49 
9 1-14-76 99 . 96 

10 1-28-76 98 . 61 

5 2 5 10-28-75 89 . 57 70.67-89.57 0.1606 
6 11-11-75 70.67 

6 2 8 12-17 - 7 5 85 . 59 85.59-100.29 0.2169 
11 2-11- 76 100 . 2 9 

a Before bypass flow hole plugging . 

bNew core l oading. 

used. Ackermann et al. [7], in noise signature comparisons, also found 

the PSD values to be a function of flow rate. 

The use of 1.5£ as the average s tandard error criterion resulted 

in spli tting of cluster subsets which were unable to meet this more 

stringent requirement. The 16-09C detector results, summarized in 

Table 4 .6 , indicate a PSD dependence upon time or fuel burnup in 

addition to the flow rate. Again the lower flow rate classifica tion 

(53.92-61 . 84%) was maintained, but splitting of the higher flow rate 

group into two time or fuel burnup classes resulted. Thus one finds 
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the data from October 7, 1975 through November 11, 1975 being classified 

into the same cluster subset. Operation of the reactor from December 

through mid-February required increasing the coolant flow rate to 

allow criticality to be maintained until refueling. These sample pat-

terns (#7, #8 , #9, #10, and #11) were thus representative of fuel 

burnup near the end of core-life and consequently were classified into 

the same cluster subset. 

Tables 4 .4 and 4.7 shc:M what appears to be the combination of 

flow rate and burnup effects, i.e. the two effects are not easily 

separated. One might speculate that control rod positioning will 

cause variations in the flow patterns, since rod-followers are not 

used in the DAEC BWR, thus resulting in another dependent variable for 

PSD values . 

The curves obtained for the 16-09A and D detectors on February 11 , 

1976, several days prior to the refueling shutdown, show PSD values 

les s than what would be expected (using the January 28, 1976 data as 

criteria). Noise signature curves for the 24-25A, 24-250, 40-17A, 

and 40-170 LPRM's on February 11, 1976 were consistent with the predicted 

results, i.e. they were similar to the January 28, 1976 data. Thus 

it will only be noted that the 16-09A and D PSD values were less than 

expected, but were correctly classified in the pattern recognition 

analysis. 

In addition to verifying that the pattern recognition and visual 

classifications were identical, an analysis of the supervised pattern 

recognition sensitivity to detect abnormal operating conditions was 

undertaken . The first step in the process was the creation of 24 
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"statistically normal" sample patterns from an actual sample pattern 

designated as the cluster center. These simulated sample patterns were 

created by inducing evenly distributed random variations of 6% of the 

amplitude in the cluster center PSD components . Creation of an abnormal 

twenty-fifth pattern containing a simulation of channel box vibrations 

at DAEC was next undertaken. To adequately describe the vibration 

simulation procedures, it is convenient to define a "vibration" ratio 

at frequency f, R (f), by v 

PSD (f) v 
R (f) = ---v PSD (f) ex 

where PSD (f) corresponds to a measured PSD value (in data containing v 

vibrations) and PSD (f) is its expected "no vibration" PSD value which ex 

is estimated by linear approximation of the noise signature curve. 

Reference values of R (f) over the channel box vibra tion frequency v 

range were calculated from the June 5, 1975 data. Before inducing the 

simulated vibration into the twenty-fifth pattern, it was essentially 

the same as the first 24 patterns, and each component had a value 

corresponding to PSD (f). Using a 90% vibration amplitude simulation ex 

coefficient (0 . 90 R (f)), the PSD (f) values for the abnormal twenty-v v 
fifth sample pattern were calculated using the relation 

PSD (f) = 0 . 90 R (f) · PSD (f) v v ex 

The simulated sample patterns were analyzed by the pattern recogni-

tion system in the supervised mode by running first one pattern, then 

two , next three, .• . , and finally all 25 patterns. In addition to the 

90% simulated vibration coefficient, values of 20 and 35% were used to 
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represent "small" and "mode rate" vibration levels . Figures 4.12, 4.13, 

and 4.14 show plots of how the average standard error changes with the 

number of samples analyzed and with the level of vibration. As the 

number of samples in a subset increases (to approximately eight to 

ten) the ave rage standard error becomes a constant. With less than 

eight sample patterns the average standard error obtained is not on 

the "plateau" and consequently indicates a standard error less than 

e (the measurement standard error), i .e . it overestimates the fit to 

the cluster center. When the twenty-fifth pattern, containing the 

simulated vibration, is included a sharp peaking of the standard error 

curve occurs, thus showing the detection of an abnormal sample pattern. 

All three simulated cases are easily detected, although the larger 

coefficient values are more obvious. Thus the sensitivity of the 

system has been demons trated in a reference test t o show that it is 

capable o f detecting abnormal patterns containing vibration levels 

as small as 20% of those experienced at DAEC on June 5, 1975. 

Cluster subsets of sample patterns from reactor operation are 

characterized by average standard errors containing two components 

a statistical or measurement standard error (e) and a reactor operating 

conditions' standard error. The second component, the operating 

standard error, is derived from cluster subset s containing members whose 

patterns vary (due to differences in such reactor parameters as coolant 

flow rate or burnup ). Analysis of cluster subsets with ten or mor e 

membe rs allows pattern recognition based upon only the second component 

of the average standard error, the reactor operating portion , since 

the statis tical standard error component is a cons tant (e) located on 
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Figure 4 .12. Simulated vibration level of 90% of the June 5, 1975 
data. 
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Figure 4 .13. Simulated vibration level of 35% of the June 5, 1975 
data . 
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Figure 4 .14 . Simulated vibration level of 20% of the June 5 , 1975 
data. 
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the plateau of the average standard error versus number of samples 

curve and may be subtracted from the total average standard error . 

Thus, the choice of 1.5~ is a reasonable choice for classification 

criterion, s ince it allows a 0.5 ~ variation in the patterns in addition 

to their statis tical distribution. 

The plateau obtained in Figures 4.12 through 4.14 indicates that 

many more sample patterns than those used in this analysis are needed 

for a reactor monitoring system. Situations may occur where the 

statistical component of the average standard error is less than e, 

thus allowing an operational classification criterion greater than 

O.Se. For use in a reactor monitoring sys tem used by a utility, 

there would be no problem of obtaining a library of sample patterns, 

because continuous access to noise signals is available . 

The use of the standard error criterion for classification of 

sample patterns also offers the potential for use as a monitoring 

index of reactor behavior. This monitoring index, MI, may be defined 

by 

MI 
IUE - ~I 

(4.4) 

where crE is the mean of the average standard error, aE is the measured 

average standard error which changes with an increasing number of 

samples, and a_ is the standard deviation of the measured average 
aE 

s tandard error. Since the average standard error is sensitive to 

changes in reactor operation, i.e. anomalous reactor behavior, the 

monitoring index could be used as an input to a diagnostic monitoring 
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system which would contain an alarm system . The alarm levels could 

be set at constant values of MI, such as 2.0 or 3. 0, to indicate 

different degrees of abnormal behavior. 
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V. CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 

A. Conclusions 

The following are important conclusions and observations from 

this study: 

(1) Power spectral density values are dependent upon the coolant 

flow rate. Cluster centers calculated in the pattern recognition 

analysis and visual examination of the Appendix D curves reveal that 

the PSD values decrease and the slope of the curve becomes less 

negative with decreasing flow rate. 

(2) The coolant flow rate is a parameter directly affecting the 

classification of sample patterns into cluster subsets. As an example, 

Table 4 . 5 shows that the normal cluster subsets #3 and #4 are charac-

terized by two different flow rate regimes. 

(3) Fuel burnup may be a parameter affecting shapes of the noise 

signature curves . Table 4.6 reveals that a cluster subset, charac-

teristi c of a specific flow rate range, may be further divided and 

categorized by the date of observation . 

(4) Figures D.l and D.2 indicate that in-core instrument tube 

and channel box vibration amplitudes were directly related to the 

coolant flow rate . The lower f low rate of May 28, 1975 removed the 

high amplitude vibrations experienced at higher flow rates. 

(5) Examination of June 5, 1975 data revealed that the channel 

box vibration amplitude increased significantly and the instrument 

vibration amplitude decreased as the point of observation was shifted 

upward (axially). 
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(6) Bypass flow hole plugging effectively removed the high amplitude 

vibrations but small amplitude vibrations at the characteristic 

frequencies still occur . 

(7) As the point of observation is shifted upward axially, 

there is a flattening of the PSD curve, i.e. a decreasing negative 

slope, caused by a shift from low to high frequency noise. This spectral 

shift is due to an increasing steam void fraction. 

(8) The noise analysis-pattern recognition system is capable of 

detecting abnormal reactor operating conditions and is sensitive to 

vibration amplitudes as small as 20% of the relative PSD peak levels 

experienced June 5, 1975 . 

(9) Figures 4.12 through 4.14 indicate that approximately eight 

to ten sample patterns per cluster subset (or class) are required to 

remove the statistical variation component of the standard error, 

so that the reactor operation component can be used as the classifica-

tion criterion. 

(10) It is recommended that a large library of sample patterns be 

obtained for use in a noise analysis-pattern recognition reactor moni-

toring system. 

B. Suggestions for Future Work 

The following are suggestions for future work related to this 

study: 

(1) Develop an on-line monitoring system incorporating the data 

analysis procedures used in this study. 
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(2) Collect more data thus creating a larger library. The 

development of a data storage-retrieval sys tem other than punched cards 

would be desirable. 

(3) Investigate the effects on PSD values of control rod posi-

tioning and its as8ociated flow pattern changes. 

(4) Pursue the development of a reactor monitoring system in-

corporating the use of the monitoring index described in the pattern 

recognition results section. 
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VIII. APPENDIX A: THE MISODATA ALGORITHM USED IN 

THE PATTERN RECOGNITION SYSTEM 

The algorithm presented in this section utilizes univariate Euclidean 

distances as the criteria for assigning sample patterns to cluster 

centers. To process a set of N sample patterns , {PsD, PSD2, PSD3, ... , p ~ ~ 

PS~p}' each of dimensionality NDIM' MISODATA consists of the following 

principal steps. 

Step l· First, specify a set of Ne initial cluster centers, {~1 , 

~2 , ~J' ... , ~Ne}' which is not necessarily equal in number to the 

desired number of clusters. These initial cluster centers, representing 

a guess of the results, can be selected by using sample patterns. 

Next the following process parameters are specified: 

K number of cluster subsets desired 

eN = a parameter against which the number of samples in a 

cluster subset is compared. Cluster subsets containing 

fewer than this value are eliminated and sample pat-

terns reassigned. 

e = the maximum standard error perrnissable for a cluster s 

subset. 

e = a lumping parameter. A cluster center - cluster center c 

distance smaller than this value results in the merger 

of the two respective cluster subsets. 

1MAx = maximum number of pairs of cluster centers which can 

be lumped during one iteration. 

I = number of iterations allowed. 
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Distribute the N sample patterns among the present cluster p 

centers using the smallest Euclidean distance a s the criteria, that 

is 

where 

PSD. e: S . if D. . < Di. k , l. J l.J 

D .. 
l.J 

N 
[ L: (PSDik 
k=l 

k = 1, 2, 3, .•• , N ; k :f j c 

for sample pattern i and S. represents the subset of samples assigned 
J 

to cluster subset j. 

If this is the last iteration go to Step 14. 

Step 1· Discard cluster subsets with fewer than SN members and reduce 

N by 1. c 

Update each cluster center (Z.) by setting it equal to the -J 

mean of its corresponding set Sj; that is, 

= 1 rN· z. N 
-J j PSD. 

l. e: s. 
J 

PSD., 
-i 

j = 1, 2, 3, •. • , N c 

where N. is the number of samples in S .. 
J J 

Compute the average distance D. of samples in cluster subset 
J 

S. from their corresponding cluster center, using the relation 
J 

D .. , l.J j 1, 2 , 3, •.• , N c 
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Step~· Compute the overall average di s t ance , D of the sampl es from 

their respective cluster centers using the r elation 

D 

N 
1 c 
N L 

p j=l 
N.D. 

J J 

St ep 1_ . (a) If this i s the l as t ite r a tion, se t e = 0 and go t o St ep 11 . c 

(b) If Nc ~ (K/2.0), go to Step 8. (c) If thi s is an even-numbered 

iteration, or if N > 2K , go t o Step 11; otherwise continue . c -

Step~· Find the components of the s tandard error vector aE. = 
T - J 

(a , a , a ) for each sample subse t , using the r elation 
Ejl Ej2 Ej3 

using 

N. 
1 J 2 
N:° J;.D e: S (PSDik - Zj k) 

J --i . 

Next calculate the average standard error for each cluster center 

for j = 1, 2, 3, .. . , N c 

Step ~ · Find the maximum component of each standard err or vector and 

deno te it aE 
jmax 

If for any aE., j = 
J 

1, 2, 3, ... 'NC, we have aE. >es and 
J 

(a) Dj > D and Nj > 2(6N + 1) 

or 

(b) N :'.:: K/2 c 
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+ -then split Z. into two new cluster centers Z. and Z., delete Z., 
-J -J -J -J 

Z+ + and increase N by 1 . is fonned for each component ZJ.k' using the c -j 

relation 

Likewise Z~ is formed by -J 

If splitting took place go to Step 2. 

Compute the cluster center-cluster center distances DD .. ; 
1J 

DD .. l.J for i 1, 2, 3, ... , (N - 1); 
c 

j=i+l, .•. ,N c 

Compare the distances DD . . against the paramater 9 and 
l.J c 

arrange the 1MA.x smallest distances in ascending order. 

With each distance DD .. there is an associated pair of 
1J 

cluster centers Z. and Z .• Starting with the smallest of these 
-1 -J 

distances perform a pairwise lumping operation according to the 

following rule: 

If neither Z. or Z. has been used in lumping in this iteration, 
-1 -J 

merge these two cluster centers using the following relation: 

~; N ! N ( N. (Z . ) + N. (Z . ) ] 
• • 1. -i. J -J 
1 J 

where N. and N. represent the number of subset members for clusters i 
1. J 

and j. Delete Z. and z. and reduce Nc by 1. 
-1 -J 
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It is noted that further pair lumping is allowed, but experimental 

evidence indicates further lumping can produce unsatisfactory results. 

Go to Step 2. 

Step 14. List final results and terminate execution. 
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IX. APPENDIX B: THE PSDS COMPUTER PROGRAM 

A. Input Data for PSDS 

The data input variables and their descriptions for PSDS are: 

1. NPLT = the number of noise signal groups (ensembles) to be 

processed in a job. 

2. PUNCH = card punching option (0 no punched output; 1 = 

punched output). 

3 . NPNT the number of digitized data points per sample function 

(should always be 4096). 

4. H the time step of data points or sampl ing period. 

= 1.0/sampling frequency (f ) . s 

5 . NSET = the number of sample functions per ensemble t o be 

averaged. 

6. SCLF = an amplitude scale factor. 

7. CUTOFF= cut off frequency (fc) . 

The data input formats cons i st of: 

CARD #1 : NPLT, PUNCH 

CARD #2: NPNT, H, NSET, SCLF, CUTOFF 

(There are NPLT of these) 

It should be noted that for each ensemble the second card describes 

how it is to be processed; for NPLT = 3, there would be four input 

cards (one card #1 and three card #2's). 

In addition to data input cards, control cards determining how 

to read the records off tape are required. As an example, Section B 

of Appendix B shows data and control card input for PSDS. In this 



www.manaraa.com

76 

example one should first note that one ensemble is being processed and 

that there are eight sample functions in the ensemble. Consequently 

eight tape control cards are needed - one for each samp l e function. 

Section C of Appendix B lists the computer prog ram PSDS. The 

output of the program includes a li s ting of the PSD from approximately 

0.0 to 10.0 hertz. Punched output of the same form i s also available 

depending upon the punching option used . 

The 4096 real and imaginary pairs returned from FFT cover a 

frequency range from 0 . 0 to f hertz. Only the range from 0.0 to s 

f /2 .0 hertz are correct, however, due to the Nyquist frequency criteria . s 

Thus for a sampling frequency of 250 hertz only the range from 0.0 

to 125.0 hertz is usable. Since the criteria for selection of f is c 
f 2.5 f , the upper limit is further reduced to 100 . 0 hertz. c c 

On the third page of the program listing , in the loop calling 

"OUTPUT," the " DO" parame t e r may be increased to as high as .40-1<NPNT 

if frequency point s up to f are desired. The value of J = 175 i s c 

used to stop the output execution at s lightly over 10 . 0 hz, s ince 

this is the frequency range of interest for BWR component vibration 

when a cutoff of 100.0 hertz i s used, 
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B. Sample Control Cards and Input Data 
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// U~ l7PSDS JOb AClld.'HGLTHAUS' 
//Sl t.XtC PLlCu.kE0lUN.~G=l~bK.TIMc.~U=~ 

//µLlL. SYS l N UD • 

----- PRuGKl\114 PSUS -----

//GO.CARJ~ uo SYSULT=d , UCb=(LHl::C.L=80 . Rt:CFM=Fc , eLK;:, lZL=~v) 

// uG .vAPT CJ uC.b=(UcN= l.T RTCH= ET , buFNu= l.R t.CFM=U t dLK~1Lt:=l~54 ) t 
// l) l SP=(ULu .PAS~ ) .uM f=l APt.l.LAdLL=(u01.r-.L •• u ... ).V UL=;;,U<=Kl-1000~ 
// i)[) lH .. d=(t.;c:.N=loTF<TCH=t:.T,tlUFfl-lli=l •RtC.FM=U t dLKS l LL=1o54) • 
// DISP=(OLO . PASS) tUN1T =TAt·'l:.7tLA8t.L= (0 02 .f\L,. IN) .vuL=SE:.R=KhOG02 
// DD ucd~(ut.N= l .TRTCH=t: T.uuFNU=l .kt CFM=u . ~LK~ l lE= l 554 ), 

// DI SP= {CLU,PASS )oUNIT = TAP E7 ,LAoLL= (003oNL, ,L N ),VOL=Sl::k=KHvOO~ 

// OD OCB=(uEl'l=l oT RTCH-=t.:T ot..h.Jt=f\.G=l ,Rt:CFM-=U o bL~SlLE=l50'+ )• 

/ / U l ::, µ = ( 0 L lJ , P A 3 S ) , UN [ T = TA i.-> L 7 , LA o t:. L = ( C C 4 , t\ L , , l f\ ) , V 0 L = SLR = K r.O 0 0 2 
// UD UC~=(GE.N= loT RTCH=LT , BUrNO= l,H ECFM=Uo 6LK~ l LL= l~54) t 

// u I~P=(CLIJoPA~::.) oUl\l T=TAPC..7,LAdLL=(OQ5,t-.L, ell\) oV UL=SE.k-=KHvOC~ 
// 0() DCL.3=( UEN= l. TklCH=t:T.uuFNU=l .H t:CFM=U . uLt--~l lt.=1:,54). 
/ / D l ~ P= ( OLD , PASS } , UN l T = T AP t. 7, LA tl t::L = ( C 0 o , NL, , 1 N ) , V UL= ::>t. K =i<. H 0 (. 0 d 
// DD uLb=(uEN-=l ,TRTCH=ET,t:JUFl'l.O=l , RLCFM=U od LKS llt:= lt>t>'+ ), 
// D I~P=(ULu,PAS~),UN 1T=TAP E 7,LAot:L=(007tNLo ,lN) oVUL=St.K=KHOC02 
// DO ucs~cuEl\=l ,T RTCH=t:T. BUrl'IO= l.~LC~M=U. 8LK~ lZt=l S~4 ). 

/ / l>l 5 P = ( UL 0 • P A S S ) • UN l T = T A Pt. 7 , L'"' l3 t. L = ( 0 0 a , NL , , 1 r-. ) • VD L = S I:: k = K. hO CJ 0 ~ 
//uC.SYSlN DD • 

N PL T = l • PU t...C H = l ~ 

NP1'11T=4C .}o. H=C . C04v. NSE. T=8. 
// 

::iLLF = 1 • 0 0 0 • Ci.., T OF f = l CJ 0 • ; 

-...J 
00 
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C. Listing of the Computer Program PSDS 
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PS DS:PROC CPTl ONS {MAl N I REORDcR ; 
/* NPLT=NUMBER uF E~SE MSLES TO a~ P RuCcSSED */ 
/* PUNCH=PUNCH IN G OPT ICN(O =NO PUNCh ED CuTP UT: l =P UNCHcU OUTPUT) */ 
/ * NPNT = NUMdcR OF D l GIT!Z cU DATA POINT5(4096) */ 

H=S AMPLING PERIOD=l.O/SAMPLING FREULENCY 
NSE T =NJMdER OF SA MP Lc ~UNCTI CNS PCR EN~EMdL~ 
SC LF=AMPLITUU E SCALE FACTOR 

/ * CU TOFF=CUTGFF FRcOUENCY 
DC.L uAP T F ILE ; 
DCL 5 ( 204 8 ) ; 
DCL PUNCH FIX ED BI NARY I NlT(O ); 
u CL P l IN1T ( 3 .l 4 1592t:::J3); 
GE T OATA( NPLT,PUNC H) COPY; 
DO J P= l TO NPLT ; 

PUT PAGE ; 
S=:J .o; 
GcT DATA(NPNT.H.NSE T. SCLF,C v TOFF) COP Y 
TP=NPNT*H; 
I F NPN T -.= 4096 T HEN DC; 

=>uT SK I P LlST('** *NPNT -.= 4096~** '); 

GO TO EX IT; 
ENJ ; 
NPND= 2*NPNT; 
~=LOG2 { NPND ); 

DEL TA =2 • *H/"1PNT ; 
dE GI 'l RE ORDC:R 
DCL ER~OR CHAR(l) EXTERNAL; 
DC L 3 ( 8 1 92 ) ; 

AHART=o .o; 
uO .J = l T 0 NS ET ; 

3=0 . 0; 
/* READ REAL-VALUED , DIG ITI ZED DATA I NTO ODD NUMBER~D ARRAY 

PuSITICNS 
GET F ILc(uAPT) EDIT(( B( K) DO K= l TO 8 192 d Y 2 )) 

(1 6 ( X(l d ), 256 F ( 6 ))); 

co 
0 
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t' * REMOVE JC CO~PGNEN T 

~b~R=SUM(B ) /4096; 

AaAR T =AeART+A a A~ ; 

.)Q I = l TO 8 1 92 BY 2 ; 
c ( I ) = ( a ( [ ) - A 8 AR J / S CL F ; 

E Nu ; 
/* COS I NE:. TAPE:.R T HE INPUT DA TA BEF ORE FFT 

DO K=l TC NPN T/1 0 ; 
B ( 2 * K- ! ) = o ( C. * t<- 1 ) * ( C 0 S ( 5 • *P I * ( K - NP NT t' 2 ) / NP NT ) ) * * ~ ; 

c:ND; 
DO K= . 9~~~NT TO NPNT; 

d ( 2*K- l) =d(2*K-l ) * ( COS ( 5 . *P I * ( K -NP~T/2 )/ NPNT l) **2 9 

C:ND ; 
C ALL FF T( E: , M,•1 1 ); 

IF ;:R~OR -.= ' 0 ' THEN DO ; 
PUT L I S T ( '***ERROR I N FF T•** ' ) 
GO T C LX IT; 

c:ND; 
/* CALCULAT E ENSEMBLE AVERAGED POwER SPEC T RAL OEN~ I TIES 

~O I = l TO NPN T/29 
S ( I>= ::> (!) +uEL T;. *(EH 2 >1= I- l l **2+o( 2 * I) **2) /Q . E:75 ; 

ENO ; 
c:Nl) ; 

S =S/NS ET; 
A6AR f= A6AR T /NSET ; 
PUT SKIP L I S T( 1 0C. -LEVEL MEAN FOR D I G I T I Z I NG= • , AEAPT) ; 
E:.ND; 
BEGIN RECRDtR 
DCL F ( 20 4 8 ) ; 

STD= l .O/ SGIRT CNSE:.T); 
PU T DA T A ( S T 0 ) SK IP( 3 ) ; 

/* LI S T RESUL TANT VALUES OF FREOUENCY , PSO , AND ERRCtt LIMITS */ 
PUT LIST(• F REQUENCY PSD PSD+S TD ' II 

PSD-S T D ') SK I P ( 3 ); 
PU T L I S f ( ' -------' 11 
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Ou .J = 1 T LJ • 4 1 *NP N T ; 
F (.J) :J/TP ; 

E NO; 
.)Q .J = l TO 1 75 ; 

CALL OU TPU T ( J ); 
END ; 

OUTPu r ;PROCCI ); 
DC L l F I XE~ c I NARY ; 

SDPLl.JS=S C I)*( 1.+ S T D ); 
S TOMNUS=S ( I> * < 1 .- STD ); 

-------•) SK I P ; 

PUT £DlT(F ( l) , S (l), S T DP LU S , S T DMNUS ) ( 4 E.(20 , 6 )) SK I P ; 
I F PUNCH -. = 0 THl::N P U T SK IP F lLE ( (ARDS ) EO IT{F(l), ::, (l), S T DPLUS , S TDMNUS) 

( 4 E C1 3 , o )); 
t:ND QU T P Li T; 
C.Nl) ; 

E N C ; 
E.X. IT: END PSOS ; 00 

N 
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X. APPENDIX C: THE PATTERN RECOGNITION PROGRAM 

A. Definitions of the Input Parameters 

The parameters required for input to the pattern recognition 

program are: 

1 . NDGRPS = the number of sample patterns to be processed. 

2. NDIM =the dimensionality of the pattern vectors. 

3. !OPT = the processing option. The value of the option is 

1 for input of pattern vectors containing frequency-smoothed and 

normalized components. Punched card output from PSDS may be used as 

input to the pattern recognition program upon specification of the 

processing option as O. The main program finds the frequencies 

(specified in the FREQ vector) and their associated PSD values and 

normalizes the data. Omission of frequency smoothing yields higher 

standard errors in the PSD values. Therefore, use of 0 as the option 

is not recommended. 

4 . PUNCH = option for producing punched card output of the cluster 

centers calculated upon completion of the last iteration (0 = do not 

punch output; 1 = punch output). 

5. 

6. 

7. 

FREQ LO lowest frequency point used in sample patterns. 

FREQHI = highest frequency point used in sample patterns. 

FREQ = vector containing frequencies used over the range 

from FREQLO to FREQHI. 

8. PSDNOR = vector containing NDGRPS normalization factors for 

use when !OPT = 0. 
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9. PSD = a two-dimensional array containing the sample patterns . 

Two to twenty-five patterns may be used in the program, each with 

two to 38 dimensions (each dimension corresponding to the a component 

of FREQ). 

10. NSUBC = N = an estimation of the number of clusters which 
c 

will result from the analysis . This value does not necessarily 

have to be equal to KLWSD. 

11. Z = the NSUBC cluster centers initially guessed at. Use of 

sample patterns to be used is a convenient method for selection of the 

Z' s . 

12 . KLUSD = K = the number of clusters desired. 

13. THETAN = eN = a parameter against which the number of samples 

in a cluster subset is compared . Clusters containing less than this 

value are e l iminated and the sample patterns are reassigned to a dif-

ferent cluster subset . The suggested value of THETAN to be used is 1, 

thus allowing the identification of an abnormal sample pattern . 

14. THETAS = 0 = the maximum-permissable average standard error s 

for a cluster subset. Selection of a value is dependent upon the 

standard error of the PSD's (€). A value of l . 5e is reconunended. 

For, £ = 0.17678, THETAS should be 0 . 26517. 

15. THETAC = 9 =a lumping parameter. Cluster center-cluster c 

center distances less than THETAC result in their merger. A typical 
-4 -10 value is 1.0 X 10 . Decreasing the value to 1.0 X 10 makes the 

lumping function inoperable. 
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16. LCIMAX = L = the maximum number of cluster subse t s which can 

be lumped during one iteration . A value of 1 is s trongly recom-

mended. 

17. ITRNS = the number of iterations t o be executed. 

B. Input Data and Formats 

There are two possible systems of input t o the pattern recognition 

program , the difference being based upon the processing option, IOPT, 

speci fied . For IOPT = 0 the input format s will not be listed because 

this is a more expensive method yi e lding larger sta ndard errors . For 

IOPT = 1 the input data and formats are: 

CARD # 1: NDGRPS, NDIM, IOPT, PUNCH (413) 

CARD #2 : FREQLO, FREQHI (2Fl0.0) 

CARDS #3 : FREQ [NDIM * (E 13.6)] 

CARDS #4 : PSD1 , PSD2 , PSD3 , . . • , PSDNDGRPS 

CARD 415: NSUBC 

CARDS #6: z l' z2, z3' . . . , z 
NSUBC 

[ (NDIM/6) * (6El3.6)] 

for each PSD n 

(12) 

[(NDIM/6) * (6El3 . 6)] 

for each Z 
m 

CARD # 7: KLUSD, THETAN, THETAS, THETAC, LCI11AX, ITRNS 

(2110, 2El3 . 6, 2110) 
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C. Sample Input Da t a 
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12 Jd 
le007C8 10e04C 3 

0 • 100 7iJ dE Cl 
o. 1 25 l 22E 01 
0. 149 = 3 ti:: 01 
Oel73950E 0 1 
o. 1Sltl3t 4E 01 
Oe 22.:! 7 7 SE c 1 
0 • 24 7 l 92E 01 
0 . 2 716C71:: 0 1 
0 e 29o02 lE 0 1 
o • .3.cv4.:i5E 01 
o • ..344849E c 1 
o . 3o-J 2o JE 01 
o. 3S.3o 7 7E 01 
o. 41809 l t: 0 1 
0.44.:!SO~E 0 1 CX> 
0 • 4 t6 c; 1 'iE 01 -..J 

0•49 1 .33 JE 01 
Oe 5 1 5 747E 01 
O. ~ 40 1 6 l E Cl 
0 • 5c4 5 7 5E 01 
0 • 5.:38 98 ':IE 01 
Oet;l340~ 01 
Oe6 3 7817E 01 
o. 6t~ 2.J l E 01 
0. 6866 46E 01 
Oe7110 o0E 0 1 
0 • 7354 74E 01 
Oe7::>9tib~E 0 1 
0 • 7t;c+ 3 0 2 E 0 1 
o. 808 71 6E 0 1 
0 . a .::, J l JOE 01 
o. 8575441:: C l 
o. 8619!:i8E 01 



www.manaraa.com

0.906372E 01 
c. 930 7 e6E Cl 
0 .955 20 OE 0 l 
O. ~ 7S. 6 1 4E 01 
0.10040..3£::: 02 
0 .2674 l 2E:-03 o. l9 2002E-O 3 0 • 1 9.:: 1 c; 6t:. - " 3 C. lot..1£7E-O.l O. 1 7.2l4:::C6c:-C/3 o.1e2112E -03 
o. 11~4J cc-oJ c.210101£-03 O.l 7757uE-03 0 .1 85259E-G3 o.20504CE-03 C.1~.23JlE-C 3 

0 • 2 4 2 7 8 7E - 0 3 v. 18 8 7 t l E - 0 3 v.17.3o44E-C3 0.17tl83E-O.:$ G• 2 l 92d9E-O.J 0 .177 577E -03 
0.15902-JE.-CJ 0.173404E-03 0 e2 l0!:339 E: - 0 3 0 • 2 C. 1 2 7 aE - 0 3 0 • l t: .J 4 Y CE - C 3 0 • l 0 04 t:L3t: - 03 
c. l 74438E- 03 0.18<i547t:-03 o.t 939371::-0J 0 • 23c4~2E-03 0 el 45509 E-O 3 o . 2os47£c-o.J 
O.lt:l5JOE-03 Oe200290E-03 C • 1 7 5 <;; S 8E - 0 3 0.1915S6E.-OJ v.13lo4m:.-c.3 o.to'='~0 1 E -OJ 

o. l Ujt:>4 4£.-03 0.1~7631E-03 
0 • 4 7 3 7 7 lE - C 2 c. ~4 19S6E-02 o. 2 06675E- 02 0 • 2 5 2 0 4 9 t. -o 2 0.1 92062E-iJ~ c .10:;,201t:-02 
0.9717<:tt:SL-03 O.o6 c30 48E-0.3 0 • 1 2 0 2 .;;6 E - C 2 Ce 1 2J889E:-02 C.:. 222 715E- G2 0. 4 5 <,; 3 2 6t - 02 
o. i.67 8!:i 2E - O~ 0 • .3 6 f: 1 t 91:: - c 2 0 . 2 l 4 2 97 I::: -o 2 0.13197.JE-02 Oel48554E-02 0 . 93.345 lt:.-03 
0 . 7o4 56 lt:.- 03 o.o7Jl t 8E-O.J 0 • 4 0 1 9 c 6t:. - 0 ..; 0.36425CE-C.3 v.208601E-03 0 .1 8<;.931E - 03 
0.2S.558ot.-0.3 0 .17::>4 ts5E-C3 0 .19117.3E-O.J 0 . 24 J 8 3;: E- 0 .3 0.211 'i71E-O.J 0 . 15t: 7 4 7t:. - 0 3 co 
0.1~9C5 2£- CJ 0.1589tOE:.-03 Ci.11CC85E-03 0 • 1 5 5 1 0 0 t -o 3 o.12aB49E-C3 C . 8 79765E-04 co 
0.5t>l367E-04 o.807930E-04 
c. 7!:>9J2dE-0.3 u • 30 .J 8 35 E - C 3 0 .2 OC 065E-03 0 .1 82755E-OJ 0. l 48 5o 7E - 0 3 c,. i o es c 2t..- o 3 
Oe ll2855E-03 0• l l 3t03E-03 c. 1 005911::-03 o. 7 96 l 92E-C4 0.1024b2E-03 Oel09231E-03 
0 • 870 48 4E-04 0 .89~ d47 E-04 0 .838997E-04 0.99 6966E-04 O. 1057S:E -C.J O. 72..:> 85 l E -04 
o. t3950 7E- 04 Oet>842o.3E-u4 0 .5 6254 7t.-O 4 o.olj5828E-o4 o.0104llt.-04 o .o74 033E..-04 
0 • 725 703E-04 0 • 7 .JO 2 48c - 0 4 0 • 7 4 2 JC t3E - 0 4 C.5C.5633E-04 c. 7281 75t:.-04 Cl . 67 <::ac; l E - 04 
Oe6t>l 60 OE-04 0.0877 14E-C 4 0 .58556.JE-0 4 o.s 1<::.J38E-04 C . 5 1 9163c.-C4 o. c49t411::.-04 
0.f;7447f:£-04 c. 7(.4 974t:.-0 4 
0 .401 u47E-02 Oe 152519E-02 0 .46B689E- 03 o.22c;e11E-03 o. 1E64lt>E-0.3 O.loC444E-03 
o. 15450 3E-03 a. 164 02dE-OJ 0 .l44038E-O.J 0 • 1 l 9 3 0 0 E -0 .3 Oel41781E-03 0 • 6 7 6 2 ~ eE - 0 4 
Oe9370 90E-04 C. 100c 59E-03 0.597499E -04 o. 73354oE-v4 c.398J9ot:.-v4 o.oo0747E-04 
0.447414E-04 0 • 0641 80 E-0 4 o . 528998t::-04 Oe463787E-04 o. 4 7<;. 76of:.- 04 0.52€791E-04 
o. 48::) .322~- 04 o. 5~ 92 58t:- 04 Oe4632o9E-04 0 • 39.3580 E-04 0.373698E-04 o .30820 u :.-04 
0 • .38990:,i::- 04 0 • 39 3 7~1 E - 0 4 0 • 2 <; 9 3 59E: - 0 4 C.303277E-C.4 o.342881E-v4 0 .4 74925E-04 
0.31205.3t:.-04 o.2b4ol,L-04 
0. c4021 tt- 02 o. 1927COt:.-C2 0.74b3o2E-03 o.47o224t:-o3 O e.3 27294t.-OJ 0.347145E-03 
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D. The Pattern Recognition Code Listing 



www.manaraa.com

c ****************************************************************** 
c * * c 
c 
c 

* 
* 
* 

MA IN PROGRAM: PATTERN RECOGNITION OF VECTORS WITH * 
DIMENSIONALITY OF UP TO 38 AND 25 PATTERNS * 

* c ****************************************************************** 
DIMENSION PSD(25e38) ePSDNORC25) eFREQC38) 
DIMENSION Z(25,38) 
INTEGER FU NCH 
CO MMON/POwE~ /P SD ePSD NOR ,FREQ 
COMMON/ PARAMl/ NDGRPS, NOi M, NSUBC, Z 
WR I TE ( 6, 5) 

5 FORMAT('l'• 'MAIN PROGRAM INPUT DATA'/' '•'---- ------- ----- ----• 
1///) 

REAO(S,10) NDGRPS,NDIMelOPT,PUNCH 
10 FORMAT( 1013) 

IF(NDIM .GE. 2 .ANO. NDIM .LE. 38) GO TO 15 
WR I TE ( 6, 12) ND IM 

12 FORMAT(' '•'$$$$$$$SSERROR$$$$$$$$$$ 1 el0Xe 1 NDIM= '•l 2 ) 
STOP 

15 WRITE(6,20> NDGRPS,NDIM,IOPTePUNCH 
20 FORMAT(' •,•NUMBER OF DATA GROUPS PROCESSED= 1 el2/' ',•OIMENSIONALI 

lTY='.12/ 1 •.•PROCESSING OPTION=•.12.sx.•<o=FINO AND NORMALIZE DATA 
2 ; l=DATA ALREA::>Y F OUND AN) NORMALIZED)'/' • ,•PUNCH=•.12.sx. 
3' ( O=DO NOT PUN CH OUTPUT; l==>UNC H OUTPUT) '/) 

READ( 5e30> FREQLO ,FREQHI 
30 FORMAT{8F10e0) 

WR IT E (6 ,40) FREQLOt F RE QH I 
40 FORMAT('• ,•DATA ARE PROCESSED OVER A FREQUENCY RANGE FR OM •,F7.4, 

1 • HZ T 0 • 'F7 .4.. HZ I/) 
C READ FREQUENCIES TO BE USED (NUMBER OF DIMENSIONS) 

00 50 I= l t ND IM 
50 READ(S,60) FREQ( I) 
60 FORMAT(6El3.6) 

DO 65 I=l,NDIM 
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65 WR1TE(6.67) 1,FREQ(I) 
67 FORMAT(• ',•FREJUENCY( •,12.•)=='1Fl0e5) 

WR lT E (6 16~ ) 
69 FORMAT(' ',///) 

IF(IOPT .Ea. 1) GO TO 110 
C IOPT=O: FIND AND NORMALIZE PSD•S READ FROM FILES 11 THROUGH 31 
C FIND PSD'S AT GIVEN FREQUENCIES 

NIN= 11 
DO 90 lP==l1NDGRPS 
DO 80 JP=l oNDIM 

70 Rf.AOC NIN.60) FREQR, PSDR 
IF(A8S(FREQR-FREQ(JP))/FREQ(JP) .GE. l eOE-04) GO TO 70 

80 PSD( IP,JP)=PSDR 
90 NI N==NIN+l 

DO 92 l=leNDGRPS 
9 2 WRITE(6,95) l,(PSD(I,J),J==loNDIM) 
95 FORM.\ TC •• ,•psoc •• 12.• >==· ,6E13.6/1 '.ax,6E13.6/ 1 '.ax,6El3e6/' '• 

1ax.6E 13. 6/ • • • 8X. 6E 13. 6/. • • 8X. 6E 13. 6/. • • BX. 2E 13. 6/) 
WRITE (6 ,69) 

C NORMALIZE DATA 
DO 100 J==loNDGRPS 
READ(5,30) PSDNOR(J) 
WRlTE(6,97) J,PSDNOR(J) 

97 FORMAT(' '•'PSD NORMALIZATION FACTOR(•,1 2 ,•>= 1 ,F4.2) 
100 CALL NORM(J,NDIM} 

CALL ISOOA T 
IF(PUNCH eNEe 1) STOP 
DO 1 0 5 I 1=1 , ND GR PS 

105 WRITE(7,120) (PSD(lloJl),Jl==l,NDIM) 
DO 10 7 I=l, NSUBC 

107 WRITE(7,120) (Z(l,J),J=l1NDIM) 
ST OP 

C I OPT= 1: REAO NOR MAL I ZED DAT A FROM FILE 5 
110 DO 1 30 I= 1, NDGRP S 

RE AD ( 5 , 1 20 ) ( P SD ( I , J ) , J = 1 , N D I M ) 
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c 
c 
c 
c 
c 

l 20 F 0 RM AT ( 6E 1 3 • 6) 
1 3 :> W R IT E: ( 6 , 95 ) I , ( PS D ( I , J ) , J = 1 , ND I M ) 

IWRITE(6e69) 
CALL l SODA T 
IF(PUNCH eNEe 1) STOP 
DO 140 I =l ,NSUBC 

140 WRITE(7el20) (Z{l,J),J=l,NDIM) 
STOP 
END 

SUBROUTINE NORM( I ,NDIM) 

****************************************************************** 
* * * NORMALIZE POWER SPECTRAL DENS I TI ES * 

* * ****************************************************************** 
DIMENSION PSD(25t38),PSDNOR(25),FREQ(38) 
COMMON/POWER/PSO,PSDNOR,FREO 
DO 10 J=l,NDIM 

10 PS 0( I, J J=PSD( I ,J )/PSDNO~ (I) **2 
RETURN 
END 

SUBROUTINE ISOD~T 

c ****************************************************************** 
c 
c 
c 
c 

* 
* * 
* 

MODIFIED ITERATIVE SELF-ORGANIZING DATA ANALYSIS 
TECHNIQUE A (MISODATA) 

* 
* 
* 
* c ****************************************************************** 

DIMENSION PSD( 25 ,38) 
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c 

DIMENSION Z(25 ,38),D(25,25 ),DBAR( 25)oDD(25,25) 
DI foENSION IP SD ST (25), {SET {25) t IS IGMX (25) 
DIMENSION SIGSD{25,38),SIGMAX(25) 
DIMENSION ASORT(601) 
D I foE N S I 0 N I C R SA ( 3 0 0 ) , I CR S 8 ( 3 0 0 ) , IC RSC ( 2 5 ) , I CR S D ( 2 5 ) 
DlMENSION IJOIN(50),[ELIM{25) 
DlfoENSION AV ESE( 25) 
INTEGER THETAN 
COMMON/POWER/PSD 
COMMON/PARAMl/NDGRPS.NDIM.NSUBC.z.o. IPSDST. ISET 

C NDGRPS=NUMBER OF SAMPLES(PSD VECTORS) TO BE ANALYZED 
C NDIM=NUMBER OF DIMENSIONS(MAXIMUM=38) 
C NSUBC=NUMBER OF CLUSTER CENTERS 
C Z(KCH,..J)=CLUSTER CENTER KCH 
C KLUSD=NUMBER OF CLUSTER CENTERS DESIRED 
C THETAN=A PA~AMETER AGAINST WHICH THE NUMBER OF SAMPLES IN A 
c 
c 

CLUSTER DOMAIN IS COMPARED TO DETERMINE IF THE CLUSTER 
CENTER IS TO BE ELIMINATED 

C THETAS=STANDARD ERROR PARAMETER 
C T~ETAC=LU4PING PARAMETER CORRESPONDING TO CLUSTER CENTER-CLUSTER 
C CENTER DISTANCES 
C LCLMAX=MAX !MUM NUMBER OF PAIRS OF CLUSTER CENTERS WJHICH CAN BE 
C LUMPED DURING ONE ITERATION 
C ITRNS=NUMBER OF ITERATIONS ALLOWED 
C D(KCH,l)=DISTAN:E FROM CLUSTER CENTER KCH TO SAMPLE I 
C ISET(KCH)=NUMBER OF SAMPLES IN CLUSTER CENTER KCH 
C IPSDST<I)=CLUSTER CENTER TO WHICH SAMPLE I IS ASSIGNED 
C ITRN=NUMBER OF ITERATIONS EXECUTED-1 
C SIGSDCKCH,N)=STANDARD ERROR VECTOR OF KCH 1 TH CLUSTER CENTER OF 
C N'TH DIMENSION 
C SIGMAXCKCH)=MAXIMUM STANDARD ERROR COMPONENT IN KCH'TH CLUSTER 
C CENTER 
c 

READ(S,10) NSUBC 

"' °' 
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c 

10 FORMAT(l2) 
DO 20 I= 1, NSUBC 

20 READ(5,30) (Z(l,J),J = l,NDIM) 
30 FORMAT(6El3.6) 

c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 1 MISODATA: SPECIFY PARAMETERS + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 

READ(S,40) KLUSD,THETANeTHETAS ,THETAC,LCLMAX,ITRNS 
40 FO R'-1 AT ( 2 I 10, 2E 13 • 6, 2 I 1 0) 

I TRN = O 
KLUB = 1 

C LI ST INPUT PARAMETERS 
WR IT E ( 6 • 4 5) 

45 FORMAT(•1•. 2 5x,•1NPUT PARAMETERS•/• •.2sx.•---- - ------- ---•///) 
WR I TE ( 6, 50) ND GR PS, NSUBC, KLUS O, T HET AN, THETAS, T HET AC, L CL MAX, I TRNS 

50 FORM A T ( • ' , • ND GR ::> S = ' • I 2 / • ' , ' NS U BC = ' , I 2 / ' 1 , ' K LU SD= 1 , 12 / • • , • T HET A 
1 N= 1 • I 2/• • , •TH ET AS=' , E 12 e4/ 1 1 , • THET AC= ' , E 1 2 . 4/' ' , 1 LCLMA X=' , 
212/' '.• ITRNS=' 112) 

WRITE(6,51) NDIM 
51 FORMAT(' •,•NU fl/BER OF DIMENSIONS=', 12 ///) 

DO 52 K=loNSUBC 
52 WR IT E ( 6 • 54 ) K 1 ( Z ( K, J >, J= 1 , ND IM ) 

WRITE(6,1000) 
54 FORMAT(. •.•zc •• 12.• >= •.6El3.6/1 • 16 X 16E13.6/' • 16X 16E l3.6/ 1 •• 6x. 

16El3,6/' •,6Xo6El3e 6 / 1 •,6X,6El3e6/ 1 1 16X1 2El3.6/) 
1 0 00 F 0 RM AT ( • ' , 1 0 X / / ) 

DO 5 6 1=1,NDGRPS 
56 WRIT E (6,58) le(PSD(I,J),J=l,NDIM) 
58 FORM!\ T( • • e 1 PSD( 1 .12,• ) = ' e6E 13.6/' 'e8X,6El3e6/• • .a x ,6E13.6/• ', 

l 8 x • 6 E 1 3 • 6/ • • • ax • 6E 1 3. 6/ • • • 8 x. 6E 1 3 . 6/ • • • 8 x. 2E 1 3 . 6/ ) 
WRITE(6,59) 

59 F3RMAT(•1•.1ox.•INTE ~MEOIATE RESULTS •/• •.1ox.•--------- - - - ------
1 -•///) 
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c 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 2 MISODATA! DISTRIBUTE NDGRPS SAMPLES AMONG PR~SENT + 
C + CLUSTER CENTERS AND DETERMINE IF LAST + 
C + ITERATION + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 

c 
c 
c 
c 
c 
c 
c 

c 

60 IT RN= ITRN+ 1 

61 

62 
63 

64 
65 

1 00 
110 
115 

I F ( I TR N • G T • I TR NS 
CALL ZIP (0 ) 
NCHEC K=O 
WRITE(6.~l) ITRN 

•ANO. KLUS eNEe 0) GO TO 575 

FORMAT(• •.2ox.••****STEP 2*****'·10X. 1 ITRN='·l2) 
DO 62 I =l •NO GR PS 
WR I T ~ ( 6 , 63 ) I • I P SD S T ( I ) 
FORMAT(• ••• I='· I2.5X. 'IPSDST='• 12) 
D 0 6 4 I = 1 , N SUB C 
WRITE ( 6. 65) I, ISE HI ) 
FORM AT ( • ' , ' I=' , 12, 5X • 'IS ET= 1 , I 2) 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
+ STEP 3 MISODATA: DISCARD SAMPLE SUBSETS WITH FEWER THAN + 
+ 
+ 

THETAN MEMBERS AND REDUCE NSUBC BY ONE FOR + 
EACH OCCURRANCE + 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 

K=l 
IF([SET(K) .LT. THETAN) GO TO 120 
K=K+l 
IF (K .GT• NSUBC) GO T 0 200 
GO T'.J 110 

C SHIFT ALL DATA DOWN TO (NSUBC-1) LEVELS 
c 

120 DO 150 1=1,NDGRPS 

"' CX> 
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IF(PSDST(l) .LT. K) GO TO 150 
IF ( IP SOS T ( I ) • GT • K ) GO T 0 14 0 

C FIND SAMPLES MEMB ER OF CLUSTER CENTER BEING ELIMINATED A~D 
C REDISTRIBUTE 

c 

IFCK .Ea. 1) GO TO 125 
OMIN=D(l,I) 
IP = l 
GO TO 128 

125 DMIN=0 (2,I) 
IP =2 

128 DO 130 I KCH=2 • NSUBC 
IF{DC IKCH.I> .G::: . DMIN) GO TO 130 
IF(JPSOST( I) .Ea. IKCH) GO TO 130 
D M I N = D ( I KC H , I ) 
IP = IKCH 

1 30 CO NT I NU E 
IP SOSH I >= IP 
IS ETC IPSDST( () l=ISET( IPSDSTCI) )+ 1 
IF(IPSDSHU .LT. K) GO TO 150 

1 40 I P SD ST ( I ) = I P SD ST ( I ) - 1 
150 CONT I NU E 

NSUBC="°SUBC-1 
IF(K .GE. NSUBC) GO TO 115 
DO 180 KCH=K ,NSUB C 
ISETCKCH>=ISET(KCH+l) 
DO 160 1=1,NOGRPS 

1 6 0 D ( KC H , I ) =D ( ( KC H+ 1 ) , I ) 
DO 170 ..J=l,NDIM 

170 ZCKCH,J) =Z ((KCH+l).J) 
180 CONTINUE 

GO TO 115 

c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 4 MIS004TA: UPD ATE EACH CLl.JSTER C E NT ER Z(l,J) + 
c ++++++-++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
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c 
C INITIALIZE EACH CENTER AS ZERO VECTOR 

200 DO 210 Il = l,NSL.eC 
DO 210 J 1= l, ND IM 

210 Z(ll-.Jl)=O.O 
C SUM COMPONENTS OF CLUSTER CENTERS 

DO 220 I 2= l, NDGRPS 
DO 220 J2=1 ,ND IM 

220 Z( PSDST(l2) ,J2) = Z< IPSDSTC12) ,J2)+PSD(12.J2) 
C DIVIDE SUM OF COMPGNENTS BY NUMBER OF SAMPLES IN CLUSTER 

DO 230 ICK=l ,NSUBC 

c 

DO 230 JCK=l,NDIM 
230 Z( ICK ,JCK> =Z (I CK, JCK )/ ISET ( ICK) 

KL L.6 = KL UB+ 1 
WRIT E(6 o231) 

231 FORMAT(' ',2ox.• •••••STEP 4••••• 1 ) 

DO 232 l=l,NSUBC 
232 WRITE(6,233) I,(Z(IeJ)eJ=leNDIM) 
233 FORMAT('',• 1=•.I2.5x,•z=•.10E12.4/' •,11x.10E12.4/' •,11x.10E12.4 

l/' •, 11x,8El2.4/) 
DO 234 K=l,NDGRPS 

234 WRIT E(6 ,235) K.IPSDST(K) 
235 FORMAT( ••• 'K='. 12.5x,•1PSDST= ' .I 2) 

DO 236 l=l ,NSUBC 
236 WR IT!:: ( 6, 65) I , I SE T ( I ) 

IF( ITRN .GT. ITRNS) GO TO 575 

c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 5 MISODATA: COMPUTE THE AVERAGE DISTANCE OF SAMPLES IN + 
C + CLUSTER CENTER DOMAIN FROM THEIR + 
C + CORRESPOND I NG CLUSTER CENTER + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 
C COMPUTE NEW CLUSTER CENTER-SAMPLE DISTANCES 

240 CALL ZIP (l) 

~ 
0 
0 
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c 
C COMPUTE AVERAGE CLUSTER CENTER-SAMPLE DISTANCES. DBAR(KCH) 
c 

c 
c 
c 
c 
c 
c 
c 
c 

c 
c 
c 
c 
c 

00 250 IX=l.NSUBC 
250 OBAR( IXt=O .o 

260 

270 

271 

272 
273 

280 

290 

291 

692 

00 260 I Y= 1 ,NDGRPS 
DB AR ( IP S OST ( I Y ) ) = DB AR ( P SD ST ( l Y ) ) + D ( l P SO SH l Y) " I Y ) 
DO 270 IZ=l oNSUBC 
OBAR( IZ>=DBAR( IZ)/ISEHIZ) 
WR IT E ( 6, 271 ) 
FORMAT(' '.20X,'*****STEP 5*****') 
DO 27 2 1=1 oN SUB: 
WRITE(6 .273) I ,OBAR( I) 
F 0 RM A T ( ' 1 , ' I= • • I 2 • 5 X , 1 DB AR= 1 , E 1 3 • 6 ) 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
+ STEP 6 Ml SODA.TA: COMPUTE THE OVERALL AVERAGE DISTANCE OF THE + 
+ SAMPLES FROM THEIR RESPECTIVE CLUSTER + 

·+ CENTERS (OB ART ) + 
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 

DBART= OeO 
DO 290 JU=l.NSUBC 
DBART=DBART+ISET(JU>*DBAR(JU) 
DBART=DBART /ND GR PS 
WRITE(6.291) 
F 0 RM A T < 1 1 • 2 0 X "' * * * * • STE P 6 * * * * * • ) 
WRITE(6.692 ) DBART 
F 0 RM.\ T ( 1 1 • • DB AR T =• " E 1 3 • 6 ) 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
+ STEP 7 MISODATA! CONDITIONAL BRANCHING + 
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
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c 
c 
c 
c 
c 
c 

c 

c 

295 IF( ITRN .L Te I TRNS) GO TO 300 
THET AC=O 

300 

310 

320 

330 

GO TO 400 
IF(FLOAT(NSUBC) eLE . FLJAT(KLUS0)/2e0) GO TO 310 
IF (NSUBC •GE. 2*KLUSO • OR . ( ITRN/2 )* 2 .Ea. lTRN ) GO TO 400 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
+ STEP 8 MISODATA: FIND STANDARD ERROR VECTOR + 
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 

INITIALIZE SIGSO(KCH,N) TO ZERO 
DO 32 0 KCH=ltNSUBC 
DO 320 N=l ,NOi tol 
SIGSDC KCH.N)=OeO 
SUM SOU AR ES OF COMPONENTS; IP SD SH I) TRANSFORMS TO KCH 
D 0 3 3 0 f\ =1 , NO I M 
DO 330 I=l,NDGRPS 
SIGSD(IPSDST( I ).N)=SIGSD( IPSDSTC Il.N)+(PSDC I.N)-Z( IPSDST( I) , N) >**2 
CALCULATE SI GSD 
DO 340 KCH=t.NSUBC 
D 0 3 4 0 N N= 1 t ND [ M 
SlGSD(KCH.NN ) =SQRT(SlGSO ( KCH eNN)/ISET( KCH) ) 

340 SIGSDCKCH,NNt=SlGSD(KCH,NN)/Z(KCH.NN) 
WRITE(6,341) 

341 FORM AT( •• • 2 o x .• *****Sl=:P 8***** ') 
DO 342 I=l ,NSUBC 

342 WRITE(6e343) I,( SIGSO(l,J) eJ= l eNDIM) 
343 FORMAT( ••• •s IGSD( •• 12 •• >=• .10E12.4/• • t l0X.10El2e4/• •• 1ox. 

l 10 E12 .4/ 8 •• 1ox.BE1 2 .4/) 
DO 345 I KH = l tNSUBC 
AV ESE 1 = 0 eO 
DO 344 JKH= l tNOIM 

344 AVESE l=AVESEl+SIGS) ( IKH,JKH) 
AV ESE( IKH)=AVESEl/NDIM 

345 WRITE (6,346) IKH,AVESE<IKH) 

t-' 
0 
N 
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346 FORMAT(' '•'AVERAGE STANDARD ERROR( '.1 2t '> = •, F 7.41' ) 
c 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 9 MISODATA! FIND MAXIMUM COMPONENT OF EACH SIGSDCKCH) + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 

c 
c 
c 
c 
c 
c 

350 DO 360 KCH=l,NSUBC 
SIGMAX(KCH) = SIGSD(KCH,l) 
IS I GM X ( K CH ) = 1 
DO 360 ~M=2,"DIM 
IF(SIGMAX(KCH) .GE . SIGSD(KCH,NM)) GO TO 360 
S I GM AX ( K CH ) = S I GS D ( K CH, NM ) 
I S I GM X ( K CH ) = ~ M 

360 CO NT I NUE 

361 

362 
363 

370 
375 

WR IT E ( 6 , 36 1 ) 
FD RM AT ( ' ' , 2 0 X , ' **•**STEP 9 * * * * * ' ) 
DO 362 l=loNSUB::: 
WR IT E ( 6 , 36 3 ) I • IS I G MX ( I ) , S I GM AX ( I ) 
F 0 RM AT ( ' • , ' I=' • I 2, 5X,' I SIG MX= ' • 12 , 5 X, ' SI GMAX =• , E 13 • 6 ) 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
+ STEP 10 MJSODATA! SPLIT ZCKCH) INTO Z+ ANO Z- IF CONDITIONS + 
+ WARRANT• LET GAMMA=0.5 + 
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 

KCH= 1 
IF (AVESE(KCH) .GT• THETAS .AND. ( (OBAR(KCH) .GT. DBART eAND. 

llSETCKCH) eGTe 2•CTHETAN+l)) eORe FLOAT(NSUBC) eLE. FLOAT(KLUS 
20)1'2.0)) GO TO 380 

KCH= KCH+l 
IF (KCH eLE. NSl.SC) GO TO 375 
GO TO 400 

C SPLIT Z(KCH) IN TO Z+ ANO z-; Z+ IS FIRST; Z- JS SHIFTED TO NSUBC+l 
380 WRITE( 61 381) KCH 
381 FORMAT(' •, 2ox.••••••STEP 10••••••/• •,•CENTER BEING SPLIT = 1 .12) 
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c 

DO 3 8 5 K D I M= 1 • N) I M 
385 Z(KCH,KDIM)=Z(KCH,KDIM)+O.S*SIGSD(KCH,KDlM)*Z(KCH,KDIM) 

NS LSC =NSLeC+ 1 
DO 390 JDIM=l,NOIM 

390 Z(NSUBC,JDIM)=ZCKCHtJDIM)/(1.0+0.5*SIGSDCKCH,JDIM})-0.5*SIGSD(KCH, 
1JDIM)*ZCKCH,JDIM)/(1.0+0.5*SIGSD( KCH,JDIM)) 

KLUB=O 
DO 391 I S=l , NSLeC 

3 9 1 WR IT E ( 6 , 23 3 ) I S • ( Z ( I S , I T ) , I T = 1 • ND I M ) 
GO TO 60 

c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 11 MISODATA: COMPUTE CLUSTER CENTER-CLUSTER CENTER + 
C + DI STANCES 00( KCH,JCH) + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 
C INITIALIZE DD TO ZERO 

4 0 0 0 0 4 1 0 K CH= 1 , N SU BC 
DO 410 JCH=l ,NSUBC 

410 DD(KCH.JCH>=o.o 
C CALCULATE DISTANCES 

IFCNSUBC .Ea. 1) GO TO 450 
JOCK=NSUBC-1 
DO 440 KCH=l •JOCK 
KCHl=KCH+l 
00 430 JCH=KCHl,NSUBC 
DO 420 MDA=l.NDIM 

4 20 OD ( K C H, J CH ) =DD ( KC H , JC H )+ ( Z ( KC H , MO A) - Z ( JC H , MD A ) ) * * 2 
DDCKCH, JCH )=SQRT ( DD(KCHo JCH)) 

430 CONTINUE 
440 CONT I NUE 

WR IT E ( 6 , 44 1 ) 
441 FORMAT( •• ,2ox ,•*****STEP 11*****') 

DO 442 l=l oNSUB: 
442 WRITE(6,443) 1,(00(1,J),J=IeNSUBC) 
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4 4 3 F 0 RM A. T ( ' ' • 1 l = ' , I 2 • 5 X • ' ::> D = 1 , 1 0 E 1 2 • 4 / ' ' • 1 2 X , 1 0 E 1 2 • 4 / ' ' , 1 2 X • 
1 1 0 El 2 .4 ) 

c 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 12 MISODATA: COMPARE DD(KCH,JCH) AGAINST THETA.C AND + 
C + ARR ANGE LCLMAX SMALL EST DISTANCES LESS + 
c + THAN THETAC IN ASCENDING ORDER 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 

450 IF(LCLMAX eLE. 0 
WRITE ( 6 • 461 ) 

.OR. NSUBC .Ea. 1) GO TO 570 

4 61 F 0 RM A. T ( • ' • 2 0 X • ' * * • * * SE P 1 2 * * * * * ' ) 
ICOJNT= 1 
NSUBC 1 =NSUBC-1 
DO 460 KCH= l 1NSUBC 1 
KCHl =KCH+l 
DO 460 JCH=KCHl.NSUBC 
IF(OD(KCH,JCH) .GE. THETA.C) GO TO 460 
ICRSA(ICOUNT )=KCH 
ICRSB(ICOUNT) = JCH 
I COUNT= I COUNT+ 1 

460 CO NTl NUE 
I F ( IC 0 UN T • E Q • 1 ) G 0 T 0 5 7 0 

C ARRANGE LCLMAX SMALLEST DISTANCES IN ASCENDING ORDER USING LIBRARY 
C SUBROUTlf'E A.BSRT 

LCL= I COUNT- 1 
DO 462 JAKL=l1LCL 

462 WRITE(6.463) JAKL1ICRSA(JAKL).ICRSB(JAKL) 
463 FORMAT(• '•' l = '· 12.sx.•1CRSA= •.13.sx.•1CRSB= •.I3) 

DO 4 7 0 I A= 1 , LC L 
4 70 A SORT ( I A >= DD( I CR SA ( I A J , I CR SB { I A.) ) 

DO 471 I CK= l ,LCL 
471 WRITE(6,472) ICK,ASORT<ICK) 
472 FORMAT( •••• I = '· I21SX. 1 A.SORT= •,E 13.6) 

CALL ABS RT ( LCL ,AS ORT) 

t-' 
0 
\J1 
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c 

NMAXL=LCLMAX 
WRITE(6.473) NMAXL 

473 FORMAT(' '•'NMAXL='.12) 
IFCLCL .LT. LCLMAX) NMAXL=LCL 
WR IT E (6 ,47 3) NMAXL 
DO 490 IB=l1NMAXL 
DO 480 KCH=l1NSUBC 
KCHl =KCH+l 
DO 480 JCH=KCHl.NSuac 
IF (OD(KCH, JCH) .NE. ASORT( 18)) GO TO 480 
I C RSC ( l 8 ) =KC H 
ICRSD( 18 )=JCH 
GO TO 490 

480 CONTINUE 
490 CONT lNUE 

DO 491 l=l .NMAXL 
491 WR I TE ( 6, 492 • I 11 CRSC ( l), I CRSD (I) .DD (I CRSC( I) •I CRS D (I)) 
492 FORMAT (' ••• I= •• 12. 5X. '00( '.12. ' ••• 12. I>=· .E 13.6) 

c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c + STEP 13 MISOOATA: LUMP CLUSTER CENTERS FOR SMALLEST oo•s + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 

WRITE (6, 495) 
495 FORMAT<• • ,2ox.• •••••STEP 13*****' > 
500 IN EXT= 1 

JNEXT =l 
DO 540 KJIB=J,NMAXL 
IF(KJIB .Ea. 1) GO TO 520 
KCH2= 1 NEXT-1 
DO 510 KBUG= 11 KCH2 
IF([CRSC(KJIB) .Ea. IJOIN(KBUG) 

1 IJOINCKBUG)) GO TO 540 
5 10 CO NT INUE 
520 IJOIN(INEXTJ=ICRSC(KJIB) 

• OR• ICRSD(KJIB) .Ea • 
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WR IT E ( 6 , 52 1 ) I NE X T, I J 0 IN ( I NEXT) 
521 FOHMAT(• •,•(JOIN(9,I2,•t=•,12) 

INEXT=l NEXT+ 1 
I J DI N ( I N EX T ) = I CR S D( K J I B ) 
WR I TE ( 6 , 52 1 ) I NEXT , I J 0 IN ( I N EX T ) 
I N EXT= IN EXT+ 1 
I EL IM (JN EXT):: I CRS D( K JI 8) 
JN EXT =JNE XT+ 1 

C CALCULATE LUMPED CLUSTER CENTERS 
DO 530 LAZY=l,NDIM 

c 
c 

c 

530 Z ( IC RSC ( K.J I B ) , LAZY) = ( I SET( I CRSC ( K JIB) ) * Z ( I CRS C ( K J 18) , LAZY ) +IS ET ( IC 
1 RS D ( K J l B ) ) * Z ( I CR S D ( K J I B ) , LA Z Y ) ) / ( I SE T( IC R SC ( K J I B ) ) +I SE T ( I CR SD ( K J I B 
2))) 

WRITE(6.~32) (Z(ICRSC(KJIB) ,IFT) .IFT=l .NDIM) 
532 FORMAT ( •• , • Z= I. lOFlO .5) 
540 CONTINUE 

ELIMINATE CENTERS AL~EADY USED IN LUMPING ANO SHIFT DATA DOWN 
TO (NSUBC-(JNEXT-1)) LEVELS 
KNEXT=JNEXT-1 
DO 560 LDOG=l,KNEXT 
11 =IE LI M(LDOG) 
I 2=NSU6C-1 
DO 550 ISTEP=llel2 
DO 550 IDIM=l,f\DIM 

5 50 l ( IS T EP , lD I M ) = l ( ( I STEP+ 1 ) , I DI M ) 
560 NSUBC=NSUBC-1 

NCHECK=l 

c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
C + STEP 14 MISODATA! OUTPUT FINAL RESULTS + 
c ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
c 

5 70 WR I TE ( 6 • 571) 
571 FORMAT(' •.2ox.••****STEP 14*****'> 

D 0 5 7 2 I =l , N SU BC 
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572 WRITE(6o233) lo(Z(l,J},J=l,NOIM) 
GO TO 60 

C JOB FINISHED-WRITE RESULTS 
575 IFCNCHECK .Ea. 1) CALL ZIP(O) 

llR l TE ( 6,, 58 0 ) 
580 FORMAT(• ie ,•CLUSTER CENTERS'/' I.•------- -------· ///) 

DO 590 KCH=l • NSU BC 
590 llllR ITE ( 6 .600) KCH • ( Z ( KCH, J) ,J=l ,NOi M) 
600 FORMAT(' '• 'Z( •.12, • }='• 10E12.4/• •,6X, 10El2e4/' ',6Xol0El2e4/ 1 1 • 

1 6 X •SE 1 2 • 4 / ) 
WRITE(6,610) 

610 FORMAT( 1 1 1 •'SAMPLE NUMBER 1 .1ox. 'CLUSTER CENTER'I'' •• •------ ------
1 • .1ox.•------- ------•///) 

DO 620 KCH=l,NDGRPS 
620 WRITE(6,630) KCH,IPSOST(KCH) 
630 FORMAT<'• ,18.22xt14> 

WRITE.(6,640) 
640 FORMAT( 1 1 1 •'CLUSTER CENTER1 ,1ox, 1 NUMBER OF MEMBERs•.1ox. 1 A\/ERAGE s 

lTANDARD ERROR'/' •• •---- - -- ------· .1ox.•------ -- -------•.1ox. 2•------- -------- -----•///) 
00 650 KCH=loNSUBC 

650 WRITE(6,660) KCH.ISET<KCH) oAVESE(KCH) 
660 FORMAT<' • .6x.12.24x, 12. 2 5x.F6.4) 

RE TURN 
ENO 
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c 
c 
c 
c 
c 
c 

SUBROUTINE ZIP(IGO) 

****************************************************************** 
* • 
* 
* 

CALCULATE CLUSTER CENTER ( KCH >-SAMPLE (I) D l STANCES WI TH 
OPTION OF ASSIGNING SAMPLES TO CLUSTER SUBSET 

• • * • 
****************************************************************** 
DI ~NS IC N PSO ( 25 • 38) 
DI MENS I 0 N Z ( 2 5, 3 8) • D ( 2 5, 2 5) 
DIMENSION IPSDST(25).ISETC25) 
COMMON/POWER /P SD 
COMMON/PARAMl/NOGRPS.NDIM.NSUBC,z,o.1PSDST.ISET 
DO 20 KC H=l • NSUBC 
DO 20 I=leNDGRPS 
DC KCH, I )=0 eO 
DO 10 LDUCK=l , ti() IM 

10 0( KCH, I ) =O ( KC H •I ) + ( P SD (I , LOUCK) - Z ( KCH, LOUCK) t * *2 
20 DCKCH,I)=SQRT(D(KCH.I)) 

IFCIGO .GT. 0) RETURN 
C ASSIGN EACH SAMPLE TO A CLUSTER CENTER USING THE LEAST MEAN 
C SQUARE DISTANCE 

DO 30 1=1.NOGRPS 
IPSDST (I>= 1 
IF(NSUBC .Ea. 1) GO TO 30 
OM IN=D ( 1, I) 
DO 25 KCH=2,NSUBC 
IF (0( KCH.I) .GE. DMI N) GO TO 25 
IP SOS T( I )=KC H 
OM l N= D ( K CH• I ) 

25 CONTINUE 
30 CONTINUE 

C DETERMINE THE NJMBER OF SAMPLES IN EACH CLUSTER CENTER 
DO 40 J = leNSUBC 

40 ISET( J )=0 
DO 50 I = l • NDGR PS 
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50 ISET( 1PSDST< I)>= lSET< IPSDST< l) )+ 1 
WRITE(6.55) 

55 FORMAT(·-· .2sx.• •••••ZIP•••••·) 
00 60 J=l.NDGRPS 

60 WRITEC6.70) J.<DCI.J).I=l,NSUBC) 
70 FORMAT<' •,•oc •.12.• >=•.10E12.4/' 1 .6x.10E12.4/' • .6x.10E12.4/' •, 

16X.8El2.4/) 
RE TURN 
END 
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111 

XI. APPENDIX D: NORMALIZED NOISE SIGNATURES (SAMPLE PATTERNS) 

FOR THE 16-09C LPRM 
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112 

ORECC05-2B-75J 16-09C 
~9.31.P~WER 33.51.FL~W 

FREQUENCY CHZJ 

Fi gure D. l . Sample pa tte rn #1 (May 28 , 1975) . 
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OAECC06-05-75l 16- 09C 
89.61.P ER 90.31.FLOW 

FREQUENCY CHZJ 

Figure D. 2 . Sample pa tte rn #2 (June 5, 1975). 
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0 .... 
x 

114 

OAECCOB-29-75116-09C 
6~.~f.P~WER 53 . 91.FL~W 

FREQUENCY CHZJ 

Figure D.3 . Sample pattern #3 (August 29 , 1975). 
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.., 
I 
0 -x 

115 

OAECC10-07-75J 16-09C 
81.0Y.P~HER 82.11.FL~H 

FREQUENCY CHZl 

Figure D.4. Sample pattern #4 (October 7, 1975). 
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116 

OAECCl0-28-75116- 09C 
Bl.Sf.POWER 89.61.FLOW 

FREQUENCY CHll 

Fi gure D.5 . Sample pattern #5 (Oc t ober 28, 1975). 
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F 

117 

DRECCll-11-75) 16-09C 
68.31.POHEA 70.71.flOW 

Figure D.6. Sample pattern #6 (November 11, 1975). 
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OAECC12-03-7Sl 16-09C 
B2.2ZP~WEA 93.SZFL~W 

Figure D. 7 . Sample pat tern #7 (December 3, 1975). 
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ORECC12-17-7SJ 16-09C 
76.6/.P~WEA 85.6/.fl~W 

FREQUENCY CHZJ 

Figure D. 8. Sample pattern #8 (December 17, 1975). 
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OAECC01-1~-76J 16-09C 
BS.~f.P~WERlOO.OY.Fl~W 

Figure D.9 . Sample pattern #9 (January 14, 1976). 
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OAECC01-2B-76J 16-09C 
85.SZP~WER 98.SZFL~W 

FREQUENCY CHZJ 

Figure D.10. Sample pattern #10 (January 28, 1976). 
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DAECC02- 11-76J 16-09C 
Bl.Sf.P~WER100 . 3%FL~W 

FREQUENCY CHZJ 

Fi gur e D.11. Sample pa ttern # 11 (February 11, 1976) . 
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DAECCOS-11-76J 16-09C 
61.51.P~WER 61.81.fl~W 

FREQUENCY CHZJ 

Figure D.12. Sample pattern # 12 (Hay 11, 1976 ) . 
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